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ABSTRACT 
Many burst-mode applications require high performance for brief 
time periods between extended sections of low performance 
operation. Digital circuits supporting such burst-mode 
applications should work in both the near-threshold regime and 
the super-threshold regime for brief time periods. This work 
proposes the structure support of fine-grained ultra dynamic 
voltage scaling (UDVS) from the traditional strong-inversion 
region to the near-threshold region, with limitations on the 
number of power rails. The number, type, and size of the power 
switches are jointly optimized to minimize the overall energy 
consumption of the UDVS circuit block, meanwhile satisfying the 
target delay or frequency requirement at each DVS level. The 
proposed optimization framework properly accounts for the 
dynamic energy consumption as well as the leakage energy 
consumption through all the power switches during both the 
operation time and stand-by time of the circuit block. 
Experimental results on 22nm Predictive Technology Model 
demonstrate the effectiveness of the proposed optimization 
framework. 

Categories and Subject Descriptors 
B.8.2 [Performance and Reliability]: Performance Analysis and 
Design Aids 

Keywords 
Ultra dynamic voltage scaling (UDVS); power switch; near-
threshold 

1. INTRODUCTION 
Aggressive voltage scaling from the traditional super-threshold 
region to the near/sub-threshold region has been shown to be very 
effective in reducing power consumption in digital circuits 
[1][2][3]. It is especially beneficial for applications such as 
wireless sensor processing and RFID tags where performance is 
not the primary concern. The operating frequency of near/sub-
threshold logic is much lower than that of regular strong-inversion 
circuits (𝑉𝐷𝐷 > 𝑉𝑡ℎ) due to small transistor current, which consists 
mostly of leakage current. Authors of [4][5] derived analytical 
expressions of the optimal 𝑉𝐷𝐷 to minimize energy, i.e., the 
minimum energy point or MEP, and showed that the MEP for 
CMOS circuits typically occurs in the near-threshold region. 

Many burst-mode applications require high performance for brief 
time periods between extended sections of low performance 
operation [6]. Digital circuits supporting such burst-mode 
applications should work in both the near-threshold region and 
super-threshold region (for brief time periods.) Therefore, 
traditional dynamic voltage scaling (DVS) method should be 
extended to include near-threshold operation, but the overhead of 
providing the necessary voltages can be large. Adjustable DC-DC 
converters tend to have limited efficiency over broad output 
voltage ranges, and they take hundreds of micro-seconds to switch 
between different 𝑉𝐷𝐷 supply levels especially in the near-
threshold regime [6]. An alternative implementation approach 
called local voltage dithering (LVD) uses header power switches 
to connect circuit blocks to one of the several power supply rails, 
thereby allowing for faster switching [7][8]. The LVD approach 
supports application of fine-grained ultra DVS (UDVS) down to 
the near-threshold regime and to smaller internal circuit blocks. 
As the required operating frequency changes, each circuit block 
spends a different fraction of its operating time at different voltage 
levels. However, the area overhead of LVD can be significant 
when the number of required virtual-𝑉𝐷𝐷 levels becomes 
relatively large, since a separate power rail is required for each 
virtual-𝑉𝐷𝐷 level. 
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Figure 1. Architecture of fine-grained UDVS to generate six 

different virtual-𝑽𝑫𝑫 levels using two supply power rails. 
In this paper, we propose an implementation structure for UDVS 
with a limited number of power rails. The proposed structure is a 
generalization of the LVD structure and induces less area 
overhead than the LVD structure when the number of required 
virtual-𝑉𝐷𝐷 levels is large. We use parallel, independently 
controllable power switches with different widths connecting 
between each 𝑉𝐷𝐷 supply rail and the circuit block. During circuit 
operation, we turn on a subset of the parallel-connected power 
switches and turn off the rest to vary the effective size 
dynamically, in order to generate an appropriate operating voltage 
level for the circuit block. The circuit block is therefore not 
constrained by the available voltage rails. Figure 1 illustrates an 
example of the proposed structure, which provides up to six 
different virtual-𝑉𝐷𝐷 levels for the circuit block from two 𝑉𝐷𝐷 
supply rails if the power switches are properly sized. 
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The introduction of a power switch device between 𝑉𝐷𝐷 and the 
circuit block creates an IR drop across the header, thereby 
resulting in a reduced virtual-𝑉𝐷𝐷 value. Power switch sizing is 
critical to maintain low power consumption and expected 
performance. An undersized power switch results in a large 
performance degradation, whereas an oversized power switch 
results in increased leakage and increased area overhead. Power 
switch sizing methodologies have been examined in depth to 
support techniques such as multi-threshold CMOS (MTCMOS), 
which uses high-𝑉𝑡ℎ power switches to reduce leakage 
[10][11][12]. In this work, we propose an optimization framework 
of the UDVS implementation structure. We jointly optimize the 
supply voltage 𝑉𝐷𝐷 levels as well as the number, type (PMOS or 
NMOS), and size of the power switches. We minimize the overall 
energy consumption of the UDVS circuit block satisfying the 
target delay or frequency requirement at each DVS level. We take 
into account the additional constraints on the number of 𝑉𝐷𝐷 
power rails and the total area overhead. The proposed 
optimization framework also properly accounts for the dynamic 
energy consumption as well as the leakage energy consumption 
through all the power switches during both the operation time and 
stand-by time of the circuit block. Experimental results on HSpice 
simulation of 22nm Predictive Technology Model (PTM) [14] 
show that the proposed optimization framework achieves up to 
19% reduction in energy consumption or 74% reduction in area 
overhead compared with the baseline method. 

The rest of this paper is organized as follows. Section Error! 
Reference source not found. presents the transistor and circuit 
models operating in the sub/near-threshold regime. In Section 
Error! Reference source not found., we propose the structure 
support for UDVS over a wide supply voltage range. Section IV 
discusses the design considerations and optimization variables. 
Section Error! Reference source not found. provides the 
optimization framework and algorithm. Experimental results and 
conclusion are presented in Section Error! Reference source not 
found.  and Section Error! Reference source not found., 
respectively. 

2. NEAR-THRESHOLD COMPUTING 
2.1 Transistor Modeling 
First, we use NMOS transistors as an example. We know that the 
MOSFETs satisfy the 𝛼-power law model in the traditional super-
threshold regime [15]. On the other hand, the drain current 𝐼𝑑𝑠 of 
NMOS transistors operating in the subthreshold or near-threshold 
regime obeys an exponential dependency on the gate drive voltage 
𝑉𝑔𝑠 and drain-to-source voltage 𝑉𝑑𝑠, given by: 

𝐼𝑑𝑠 = 𝜇𝐶𝑜𝑥
𝑊
𝐿

(𝑚 − 1)𝑣𝑇2 ∙ 𝑒
𝑉𝑔𝑠+𝜆𝑉𝑑𝑠−𝑉𝑡ℎ

𝑚 ∙ 𝑣𝑇 �1 − 𝑒
−𝑉𝑑𝑠
𝑣𝑇 �, (1) 

where 𝜇 is the mobility, 𝐶𝑜𝑥 is the oxide capacitance, 𝑚 is the 
subthreshold slope factor, 𝜆 is the DIBL coefficient, and 𝑣𝑇 is the 
thermal voltage 𝑘𝑇

𝑞
. Given a specific technology node (e.g., the 22 

nm PTM), we can rewrite Eqn. (1) as follows: 

𝐼𝑑𝑠 = 𝐼0𝑊 ∙ 𝑒
𝑉𝑔𝑠+𝜆𝑉𝑑𝑠−𝑉𝑡ℎ

𝑚 ∙ 𝑣𝑇 �1 − 𝑒
−𝑉𝑑𝑠
𝑣𝑇 �, (2) 

where 𝐼0 is a technology-dependent parameter. 

2.2 Circuit Modeling 
In the circuit level, let 𝑃𝐶𝐵,𝑑𝑦𝑛(𝑉) and 𝑃𝐶𝐵,𝑠𝑡𝑎(𝑉) denote the 
average dynamic (switching) power consumption and static 
(leakage) power consumption of the circuit block in the UDVS 

structure, respectively, when the virtual-𝑉𝐷𝐷 value is 𝑉. Let 
𝑃𝐶𝐵(𝑉) denote the average power consumption of the circuit 
block during operation time, and we have 𝑃𝐶𝐵(𝑉) =
𝑃𝐶𝐵,𝑑𝑦𝑛(𝑉) + 𝑃𝐶𝐵,𝑠𝑡𝑎(𝑉). Similarly, we define the average current 
values 𝐼𝐶𝐵,𝑑𝑦𝑛(𝑉), 𝐼𝐶𝐵,𝑠𝑡𝑎(𝑉), and 𝐼𝐶𝐵(𝑉). Furthermore, let 
𝑇𝐶𝐵(𝑉) denote the worst-case delay, i.e., the clock period, of the 
circuit block when virtual-𝑉𝐷𝐷 value is 𝑉. We characterize from 
ISCAS benchmarks and typical circuits and derive the 
corresponding functions. Figure 2 shows the measured and fitted 
dynamic and leakage power v.s. virtual-𝑉𝐷𝐷 of a typical circuit 
using 22nm PTM. Figure 2 also shows measured and fitted delay 
v.s. virtual-𝑉𝐷𝐷 of that circuit. 

 

 
Figure 2. Characterization results of the circuit block in the 

UDVS structure. 

3. STRUCTURE SUPPORT FOR FINE-
GRAINED ULTRA DYNAMIC VOLTAGE 
SCALINGS 
In this section, we propose the structure support for fine-grained 
UDVS over a wide voltage range from the traditional super-
threshold regime down to the near-threshold regime. The 
proposed structure support induces less area overhead especially 
when the number of required virtual-𝑉𝐷𝐷 levels is relatively large. 
Please note that the determination procedure of the number of 
required virtual-𝑉𝐷𝐷 levels is out of the scope of this paper. Figure 
1 shows an example with two 𝑉𝐷𝐷 power rails and four PMOS 
switches with different width values. We number the four PMOS 
switches as shown in Figure 1. We can generate three different 
virtual-𝑉𝐷𝐷 levels for the circuit block using the 1st and 2nd PMOS 
switches and the higher supply voltage rail 𝑉𝐷𝐷𝐻 by turning on the 
1st switch only, turning on the 2nd switch only, and turning on both 
switches, respectively. When both power switches are activated, 
the effective width is the sum of the width values of the two 
power switches. Similar observation also applies for the 3rd and 4th 
switches. Therefore, we can generate six potentially different 
virtual-𝑉𝐷𝐷 levels, denoted by 𝑉1 through 𝑉6 in the descending 
order, for the circuit block using this example structure. The three 
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higher virtual-𝑉𝐷𝐷 levels, i.e., 𝑉1, 𝑉2, and 𝑉3, are generated by the 
first two switches and 𝑉𝐷𝐷𝐻, whereas the rest are generated by the 
last two switches and 𝑉𝐷𝐷𝐿. Proper sizing of the header switches is 
critical in order to generate the appropriate virtual-𝑉𝐷𝐷 levels for 
the circuit block to satisfy the target delay requirement at each 
DVS level. 

Consider the 3rd and 4th PMOS switches that are connected to the 
lower supply voltage rail (𝑉𝐷𝐷𝐿). The body of these PMOS 
switches is tied to the virtual-𝑉𝐷𝐷 to avoid forward body bias, 
which results in a significant increase in the leakage current 
through these switches when the 1st and/or the 2nd switches are 
activated [7]. The gate drive signals of the 3rd and 4th PMOS 
switches are either connected to the ground when they are 
activated or to 𝑉𝐷𝐷𝐻 if they are inactivated. These signals cannot 
be connected to 𝑉𝐷𝐷𝐿 to be inactivated. This is because it will 
result in high ON-current flowing from the virtual-𝑉𝐷𝐷 to 𝑉𝐷𝐷𝐿 
when the 1st and/or the 2nd switches are activated (it is highly 
likely that the virtual-𝑉𝐷𝐷 level is higher than 𝑉𝐷𝐷𝐿 in this case.) 

4. DESIGN CONSIDERATIONS AND 
OPTIMIZATION VARIABLES 
In this section, we provide the design considerations and 
optimization variables for UDVS in the following four aspects: 
the number, type, and size of the header power switches, as well 
as the 𝑉𝐷𝐷 levels. 
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Figure 3. (a) Two parallel power switches and (b) three 
parallel power switches to achieve three different virtual-𝑽𝑫𝑫 

levels. 
Number of Header Power Switches: Consider only the header 
switches connecting to 𝑉𝐷𝐷𝐻 as an example. Suppose that we are 
required to generate three different virtual-𝑉𝐷𝐷 levels, i.e., 𝑉1

𝑟𝑒𝑞, 
𝑉2
𝑟𝑒𝑞, and 𝑉3

𝑟𝑒𝑞, using these switches and the 𝑉𝐷𝐷𝐻 power rail in 
order to satisfy the corresponding frequency requirement at each 
DVS level. Then we may use either two parallel switches (as 
shown in Figure 3 (a)) or three parallel switches (as shown in 
Figure 3 (b)) to achieve this goal. When three parallel switches are 
utilized, we can achieve exactly the three required virtual-𝑉𝐷𝐷 
levels by proper sizing of the parallel switches (even when 
leakage is considered.) On the other hand, when only two parallel 
switches are utilized, we can reduce the area overhead but may 
not generate exactly the three required virtual-𝑉𝐷𝐷 levels. In this 
case, one or two virtual-𝑉𝐷𝐷 levels generated by this structure may 
be inevitably higher than the required values in order to satisfy the 
three requirements simultaneously, which induces higher 
power/energy consumption. Utilization of two parallel switches 
will have another effect of reducing the leakage power 
consumption. In general, the former effect outweighs the latter 
effect, and therefore application of only two parallel switches will 
increase the overall power/energy consumption. Similar 
observation also applies to the header switches connected to 𝑉𝐷𝐷𝐿. 
Hence, the number of header power switches is an important 
design variable to achieve a desirable tradeoff between lower 
power/energy consumption and less area overhead. 

Type of Header Power Switches: Consider the four power 
switches in Figure 1. We may replace some PMOS switches by 
NMOS switches and reduce area overhead while maintaining the 
same performance and power consumption, as illustrated in [7]. 
The 1st and 2nd PMOS switches cannot be replaced by NMOS 
ones. This is because an NMOS switch with a much larger size is 
required due to the relatively minor difference (less than the 
threshold voltage 𝑉𝑡ℎ,𝑛) between 𝑉𝐷𝐷𝐻 and the required virtual-
𝑉𝐷𝐷 level when the 1st and/or the 2nd power switch are activated. 
On the other hand, the 3rd and 4th PMOS switches, which are 
connected to 𝑉𝐷𝐷𝐿, may be potentially replaced by NMOS power 
switches as shown in Figure 4. In general, an NMOS switch 
induces less area overhead and is more desirable than its PMOS 
counterpart when  

𝑉𝐷𝐷𝐻 − Virtual_𝑉𝐷𝐷 − 𝑉𝑡ℎ.𝑛 > 𝑉𝐷𝐷𝐿 − 0 − �𝑉𝑡ℎ.𝑝� (3) 

where 𝑉𝐷𝐷𝐻 − Virtual_𝑉𝐷𝐷 is the 𝑉𝑔𝑠 value when the NMOS 
switch is turned on, whereas 𝑉𝐷𝐷𝐿 − 0 is the �𝑉𝑔𝑠� value when the 
PMOS switch is turned on. Please note that Eqn. (3) is an 
approximate criterion since some secondary effects, such as the 
effect of body biasing or DIBL (drain-induced barrier lowering), 
are not accounted for. Moreover, utilizing NMOS switches will 
have another benefit of reducing the leakage power consumption 
mainly due to the reverse body biasing at any operation mode. 
Detailed discussions are omitted in this paper due to space 
limitation. 
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Figure 4. UDVS structure support with NMOS power 

switches. 
Sizing of Header Power Switches: Appropriate sizing of the 
header power switches is crucial to maintain low power 
consumption and expected performance. Generally speaking, an 
undersized power switch results in a large performance 
degradation, whereas an oversized power switch results in 
increased leakage and increased area overhead. We need to 
perform joint sizing optimization of all the power switches in the 
proposed structure of UDVS, since the sizes of those power 
switches affect the virtual-𝑉𝐷𝐷 values in an interleaved manner. 
Let us consider the structure for UDVS in Figure 1 or Figure 4 
again. Then we have the following two cases: 

Case I: In this case the 1st and/or 2nd switches are active and 𝑉1, 
𝑉2, or 𝑉3 are generated as the virtual-𝑉𝐷𝐷 value. Increasing the 
size of the 1st or the 2nd power switch will result in an increase in 
the virtual-𝑉𝐷𝐷 level, whereas increasing the size of the 3rd or the 
4th switch will result in a decrease. This is because current flows 
from 𝑉𝐷𝐷𝐻 through virtual-𝑉𝐷𝐷 to 𝑉𝐷𝐷𝐿 in this case (virtual-𝑉𝐷𝐷 is 
higher than 𝑉𝐷𝐷𝐿.) 

Case II: In this case the 3rd and/or 4th switches are active and 𝑉4, 
𝑉5, or 𝑉6 are generated as the virtual-𝑉𝐷𝐷 value. Increasing the 
size of any power switch will result in an increase in the virtual-
𝑉𝐷𝐷 level. This is because virtual-𝑉𝐷𝐷 is lower than both 𝑉𝐷𝐷𝐻 
and 𝑉𝐷𝐷𝐿 in this case. 



Because we need to satisfy the corresponding required virtual-𝑉𝐷𝐷 
value at each DVS level, we should perform elaborate 
optimization on the sizes of power switches. 

Supply Voltage Levels in the Power Rails: The supply voltage 
levels in the power rails, i.e., 𝑉𝐷𝐷𝐻 and 𝑉𝐷𝐷𝐿 in Figure 1 or Figure 
4, need to be jointly optimized with the power switches to achieve 
the globally optimal UDVS structure. A higher 𝑉𝐷𝐷𝐻 or 𝑉𝐷𝐷𝐿 
value will reduce the required total width of power switches but 
incur higher power consumption, whereas a lower 𝑉𝐷𝐷𝐻 or 𝑉𝐷𝐷𝐿 
value will have the opposite effect. 

5. OPTIMIZATION FRAMEWORK 
In this section, we propose the optimization framework of UDVS. 
We jointly optimize the supply voltage 𝑉𝐷𝐷 levels as well as the 
number, type (PMOS or NMOS), and size of the header power 
switches. We minimize the overall energy consumption of the 
UDVS circuit block, subject to the constraints on the number of 
supply power rails and the total area overhead. We account for 
both the dynamic energy consumption and leakage energy 
consumption through all the power switches during both the 
operation time and stand-by time of the circuit block. We formally 
describe the design optimization problem for UDVS as follows: 

Given: 𝑀 supply power rails (we use 𝑀 = 2 in the experiments); 
𝑁 different required virtual-𝑉𝐷𝐷 values, i.e., 𝑉1

𝑟𝑒𝑞, 𝑉2
𝑟𝑒𝑞,… 𝑉𝑁

𝑟𝑒𝑞, 
which correspond to the 𝑁 different required frequency/latency 
values at different DVS levels (we use 𝑁 = 6 in the 
experiments)1; the circuit block characteristics obtained from our 
characterization procedure.  

Find: Number (𝐾), type (PMOS or NMOS), and width (𝑊1, 
𝑊2,… 𝑊𝐾) of all power switches, as well as the voltage supply 
levels 𝑉𝐷𝐷𝐻 and 𝑉𝐷𝐷𝐿. 

Objective Functions: We define two objective functions for 
minimization as follows. Let 𝑉1, 𝑉2,… 𝑉𝑁 denote the actually 
generated virtual-𝑉𝐷𝐷 levels using the UDVS structure. Let 
𝑃𝐷𝑉𝑆(𝑉𝑖) denote the (average) power consumption of the whole 
UDVS structure (including PMOS headers) during operation time 
when the generated virtual-𝑉𝐷𝐷 level is 𝑉𝑖, and let 𝑇𝐷𝑉𝑆(𝑉𝑖) denote 
the corresponding latency value (clock period.) We know that 
𝑃𝐷𝑉𝑆(𝑉𝑖) ∙ 𝑇𝐷𝑉𝑆(𝑉𝑖) is the energy consumption of the UDVS 
structure in one clock cycle, which has accounted for the 
conduction loss in PMOS headers. Then the first objective 
function, named the weighted energy consumption, is given as 
follows: 

�𝛼𝑖 ⋅
𝑁

𝑖=1

𝑃𝐷𝑉𝑆(𝑉𝑖) ∙ 𝑇𝐷𝑉𝑆(𝑉𝑖) + 𝛼0 ⋅ 𝑃𝐷𝑉𝑆,𝑠𝑡𝑎 (4) 

where 𝛼𝑖  (1 ≤ 𝑖 ≤ 𝑁) are the number of clock cycles when the 
circuit block operates at the ith DVS level; 𝛼0 is the idle time of 
the circuit block; 𝑃𝐷𝑉𝑆,𝑠𝑡𝑎 is the leakage power consumption value 
of the UDVS structure.  

For the second objective function, we know that the energy 
consumption per clock cycle of the circuit block (the power 
switches are not considered here) is given by 𝑃𝐶𝐵�𝑉𝑖

𝑟𝑒𝑞� ∙

                                                                 
1 Please note that the focus of this work is to reduce the energy and area 
overhead in implementing the UDVS requirements. In the proposed 
framework, 𝑀 and 𝑁 can be general values. Necessities of multiple power 
rails and virtual-𝑉𝐷𝐷 values as well as the derivation procedure of the 
optimal 𝑀 and 𝑁 values are out of the scope of this paper. 

𝑇𝐶𝐵(𝑉𝑖
𝑟𝑒𝑞), when the supply voltage is 𝑉𝑖

𝑟𝑒𝑞. Then the second 
objective function for minimization, named the maximum energy 
overhead, is given as follows: 

max
𝑖

𝑃𝐷𝑉𝑆(𝑉𝑖) ∙ 𝑇𝐷𝑉𝑆(𝑉𝑖)
𝑃𝐶𝐵�𝑉𝑖

𝑟𝑒𝑞� ∙ 𝑇𝐶𝐵(𝑉𝑖
𝑟𝑒𝑞)

 (5) 

Subject to:  

(i)  Virtual-𝑉𝐷𝐷 constraints: 𝑉𝑖 ≥ 𝑉𝑖
𝑟𝑒𝑞  for 1 ≤ 𝑖 ≤ 𝑁. 

(ii) Area overhead constraint: ∑ 𝑊𝑖 ≤ 𝑊𝑚𝑎𝑥
𝐾
𝑖=1 , where 𝑊𝑚𝑎𝑥 is 

the maximum total width of the power switches. 

Consider a UDVS structure with 𝐾1 power switches connected to 
𝑉𝐷𝐷𝐻 and 𝐾2 power switches connected to 𝑉𝐷𝐷𝐿, satisfying 
𝐾1 + 𝐾2 = 𝐾 and 𝐾 ≤ 𝑁. We name (𝐾1,𝐾2) a configuration of 
the 𝑁-level UDVS structure. For example, the UDVS structure 
with six required virtual-𝑉𝐷𝐷 levels has four configurations (2, 2), 
(2, 3), (3, 2), and (3, 3), if we generate the same number of 
virtual-𝑉𝐷𝐷 levels from 𝑉𝐷𝐷𝐻 and 𝑉𝐷𝐷𝐿.  

The proposed joint optimization algorithm consists of an outer 
loop and a kernel algorithm. The outer loop finds the best-suited 
configuration of UDVS structure as well as values of 𝑉𝐷𝐷𝐻 and 
𝑉𝐷𝐷𝐿. The kernel algorithm finds the optimal type and size of each 
power switch. The general procedure of the proposed joint 
optimization algorithm is shown in Algorithm 1. 

Algorithm 1: Brief procedure of the joint optimization algorithm. 
For each configuration of the UDVS structure: 

Perform ternary search to find the optimal 𝑉𝐷𝐷𝐻 and 𝑉𝐷𝐷𝐿: 
The kernel algorithm: 
Step I: Generate initial sizing of all power switches. 
Step II: Generate feasible sizing of all power switches. 
Step III: Determine the types of power switches 
Step IV: Refine the sizing of all power switches 

Find the optimal configuration and values of 𝑉𝐷𝐷𝐻 and 𝑉𝐷𝐷𝐿, such 
that the objective function is minimized and constraints are 
satisfied. 

The proposed kernel algorithm consists of four steps as shown in 
Algorithm 1. Without losing generality, we describe these four 
steps using configuration (3, 2) of the 6-level UDVS structure as 
an example. In this example, the 1st, 2nd, and 3rd power switches 
are connected to 𝑉𝐷𝐷𝐻, whereas the 4th and 5th power switches are 
connected to 𝑉𝐷𝐷𝐿. Similar optimization steps can also be applied 
to the other configurations. 

Step I (Generating the initial sizing of all power switches): In the 
first step, we generate the initial sizing of all power switches only 
considering the ON-currents of the power switches that are turned 
on, while neglecting the leakage currents of the other power 
switches. We continue with the above-mentioned example.  

Let 𝐼𝑃𝑀𝑂𝑆�𝑉𝑠,𝑉𝑑 ,𝑉𝑔,𝑉𝑏� denote the source-to-drain current of a 
unit-size PMOS switch with voltage levels at source, drain, gate, 
and body given by 𝑉𝑠, 𝑉𝑑, 𝑉𝑔, and 𝑉𝑏, respectively. Then for the 
three switches connected to 𝑉𝐷𝐷𝐻 (1 ≤ 𝑖 ≤ 3), we generate an 
initial sizing as follows: 

𝑊𝑖 =
𝐼𝐶𝐵�𝑉𝑖

𝑟𝑒𝑞�
𝐼𝑃𝑀𝑂𝑆�𝑉𝐷𝐷𝐻,𝑉𝑖

𝑟𝑒𝑞 , 0,𝑉𝐷𝐷𝐻�
 (6) 



In this way, we have 𝑉𝑖 = 𝑉𝑖
𝑟𝑒𝑞 for 1 ≤ 𝑖 ≤ 3 because the current 

flowing through the ith PMOS switch matches the current flowing 
through the circuit block (leakage currents through other PMOS 
switches are ignored here.) On the other hand, the initial sizing of 
the two switches connected to 𝑉𝐷𝐷𝐿 is more involved because the 
initial sizing should satisfy the following three constraints 
simultaneously: 

𝑊4 + 𝑊5 ≥
𝐼𝐶𝐵�𝑉4

𝑟𝑒𝑞�
𝐼𝑃𝑀𝑂𝑆�𝑉𝐷𝐷𝐿,𝑉4

𝑟𝑒𝑞 , 0,𝑉4
𝑟𝑒𝑞�

 (7) 

𝑊4 ≥
𝐼𝐶𝐵�𝑉5

𝑟𝑒𝑞�
𝐼𝑃𝑀𝑂𝑆�𝑉𝐷𝐷𝐿,𝑉5

𝑟𝑒𝑞 , 0,𝑉5
𝑟𝑒𝑞�

 (8) 

𝑊5 ≥
𝐼𝐶𝐵�𝑉6

𝑟𝑒𝑞�
𝐼𝑃𝑀𝑂𝑆�𝑉𝐷𝐷𝐿,𝑉6

𝑟𝑒𝑞 , 0,𝑉6
𝑟𝑒𝑞�

 (9) 

If (8) and (9) are the dominant constraints, we can set (8) and (9) 
to be equalities and 𝑊4 and 𝑊5 achieve the minimal possible 
value in this case. However, if (7) is the dominant constraint, we 
need to find the optimal 𝑊4 and 𝑊5 values such that the objective 
function (4) or (5) is minimized and constraints (7) – (9) are 
satisfied. Details are omitted due to space limitation. 

Step II (Generating a feasible sizing of all power switches): In 
this step, we generate a feasible sizing of all power switches in the 
sense that the virtual-𝑉𝐷𝐷 constraints, i.e., 𝑉𝑖 ≥ 𝑉𝑖

𝑟𝑒𝑞 for 1 ≤ 𝑖 ≤
𝑁, are satisfied simultaneously. We consider both the ON-currents 
of the turned on switches and the leakage currents of the other 
power switches in this step. We continue with the above-
mentioned example.  

This step is based on the following observation from Section 
Error! Reference source not found.: Increasing the width of the 
1st, 2nd, or 3rd switch can only increase the 𝑉𝑖 values for 1 ≤ 𝑖 ≤ 6, 
whereas increasing the width of the 4th or 5th switch will increase 
𝑉4, 𝑉5, and 𝑉6 but decrease 𝑉1, 𝑉2, and 𝑉3. Hence when we check 
the virtual-𝑉𝐷𝐷 constraints taking into account the leakage 
currents, only the constraints on 𝑉1, 𝑉2, and 𝑉3 may be violated. 
After we identify the virtual-𝑉𝐷𝐷 constraints that are violated, we 
increase the corresponding width of switches until there is no 
violation. Detailed procedure is omitted due to space limitation. 
The proposed procedure guarantees to find a feasible sizing of all 
power switches with no violation on virtual-𝑉𝐷𝐷 constraints. This 
is because increasing the width of the 1st, 2nd, or 3rd power switch 
will only increase the 𝑉𝑖 values.   

Step III (Determining the type of each power switch): In this step, 
we determine the type (NMOS or PMOS) of each power switch. 
Originally we set each power switch as PMOS switch. We 
continue with the above-mentioned example. We know from 
Section Error! Reference source not found. that the 1st, 2nd, and 
3rd power switch, which are connected to 𝑉𝐷𝐷𝐻, can only be 
implemented using PMOS switch. On the other hand, the 4th and 
5th power switch can be potentially replaced by NMOS switch. 
For the 4th or 5th power switch, if we find out that NMOS power 
switch can achieve the same current driving capability with less 
width value, we conclude that NMOS is more suitable. We 
replace the original PMOS power switch by the NMOS one. 

Step IV (Refining the sizing results of all power switches): Please 
note that we have the opportunity of refining, i.e., reducing, the 
sizing results of all power switches due to two reasons: (i) Some 
𝑉𝑖 values (such as the 𝑉4, 𝑉5, and 𝑉6 values in the above-
mentioned example) are higher than those calculated in Step I due 

to the effect of leakage; (ii) Potential width increase of some 
power switches in Step II will further increase those 𝑉𝑖 values. If 
no violation of virtual-𝑉𝐷𝐷 constraint will be resulted in, 
refining/reducing the width of a power switch will have two 
benefits: (i) reducing the ON-current and hence the power/energy 
consumption and (ii) reducing the leakage power consumption. In 
this step, we find and exploit the opportunity in reducing the 
sizing results of power switches derived from the previous steps. 
The detailed procedure is shown in Algorithm 2. 

Algorithm 2: Refining the sizing results of power switches. 
Do the following procedure: 

Identify the set of power switches where reducing width by 
∆% (a small amount) will not cause violation of virtual-𝑉𝐷𝐷 
constraint. 
Identify the power switch from the set where reducing width 
will result in the minimal objective function value. 
Reduce the width of the identified power switch by ∆%. 

Until the sizing results cannot be further reduced, i.e., any futher 
size reduction will cause violation in virtual-𝑉𝐷𝐷 constraint.  

6. EXPERIMENTAL RESULTS 
We test the proposed optimization framework of UDVS on the 
22nm PTM [14]. We consider two supply power rails 𝑉𝐷𝐷𝐻 and 
𝑉𝐷𝐷𝐿, and six required virtual-𝑉𝐷𝐷 values, i.e., 𝑉1

𝑟𝑒𝑞 = 0.85 V, 
𝑉2
𝑟𝑒𝑞 = 0.8 V, 𝑉3

𝑟𝑒𝑞 = 0.7 V, 𝑉4
𝑟𝑒𝑞 = 0.6 V, 𝑉5

𝑟𝑒𝑞 = 0.5 V, 
𝑉6
𝑟𝑒𝑞 = 0.4 V. Our proposed optimization framework finds the 

number, type and width of power switches as well as the values of 
𝑉𝐷𝐷𝐻 and 𝑉𝐷𝐷𝐿 for the UDVS structure. The baseline UDVS 
structure also generates the same six required virtual-𝑉𝐷𝐷 values 
from two supply power rails 𝑉𝐷𝐷𝐻 and 𝑉𝐷𝐷𝐿. In the baseline 
structure, the configuration is fixed at (3, 3), PMOS switches are 
used, and the values of 𝑉𝐷𝐷𝐻 and 𝑉𝐷𝐷𝐿 are fixed. We generate 
feasible sizes of power switches in baseline UDVS structure using 
the kernel algorithm up to Step II. 

 
Figure 5. The ratio of “maximum energy overhead” of the 
proposed UDVS structure to that of the baseline structure 

under the same area overhead. 
We compare the baseline UDVS structure with different pairs of 
(𝑉𝐷𝐷𝐻,𝑉𝐷𝐷𝐿) values with the proposed UDVS structure. We plots 
the ratio of the maximum energy overhead of the proposed UDVS 
structure to that of the baseline UDVS structure under the same 
area overhead in Figure 5. The proposed optimization framework 
can reduce the maximum energy overhead by up to 19% (occurs 
when 𝑉𝐷𝐷𝐻 = 0.9 V and 𝑉𝐷𝐷𝐿 = 0.8 V) compared to the baseline. 

Figure 6 plots the ratio of area overhead of the proposed UDVS 
structure to that of the baseline UDVS structure, when they have 
the same maximum energy overhead. As can been seen in Figure 
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6, the proposed optimization framework reduces the area 
overhead of UDVS structure by up to 74% (occurs when 𝑉𝐷𝐷𝐻 =
0.9 V and  𝑉𝐷𝐷𝐿 = 0.8 V.) Figure 7 plots the ratio of the area 
overhead of the proposed UDVS structure to that of the baseline 
UDVS structure, when they have the same weighted energy 
consumption. In this case, the proposed optimization framework 
reduces the area overhead of UDVS structure by up to 70%. 

 
Figure 6. The ratio of area overhead of the proposed UDVS 
structure to that of the baseline structure under the same 

constraint of “maximum energy overhead”. 

 
Figure 7. The ratio of the area overhead of the proposed 

UDVS structure to that of the baseline structure under the 
same constraint of “weighted energy consumption”. 

7. CONCLUSION 
In this paper, we propose a structure support of fine-grained ultra 
dynamic voltage scaling (UDVS) with a limited number of power 
rails. The proposed structure support induces less area overhead 
than the reference methods especially when the number of supply 
voltage rails is relatively large. Moreover, we provide an 
optimization framework to jointly optimize supply voltage levels 
as well as the number, type (PMOS or NMOS), and size of the 
power switches. We minimize the overall energy consumption of 
the UDVS circuit block satisfying the target delay or frequency 
requirement at each DVS level. We take into account the 
additional constraints on the number of supply power rails and the 
total area overhead. The proposed optimization framework also 
properly accounts for the dynamic energy consumption as well as 
the leakage energy consumption through all the power switches 

during both the operation time and stand-by time of the circuit 
block. 
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