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Abstract
This paper presents a survey of layout techniques for designing low power

digital CMOS circuits. It describes the many issues facing designers at the physi-

cal level of design abstraction and reviews some of the techniques and tools that

have been proposed to overcome these difficulties.

1.  Introduction
In the past, the major concerns of the VLSI designer were area, perfor-

mance, cost and reliability; power considerations were mostly of only secondary

importance. In recent years, however, this has begun to change and, increasingly,

power is being given comparable weight to area and speed. Several factors have

contributed to this trend. Portable computing and communication devices demand

high-speed computation and complex functionality with low power consumption.

Heat generation in high-end computer products limits the feasible packing and

performance of VLSI circuits and increases the packaging and cooling costs. Cir-

cuit and device reliability deteriorate with increased heat dissipation, and thus the
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die temperature. Heat pumped into the rooms, the electricity consumed and the

office noise diminish with low power LSI chipset.

Our goal in writing this paper is to provide background and outlook for

people interested in using or developing low power design methodologies and

techniques. Even though we tried to be complete, some significant research work

might have been unintentionally left out. The paper is organized as follows. First,

we describe sources of power dissipation in CMOS circuits and degrees of free-

dom in the low power design space. We then present an in-depth survey (and in

many cases analysis) of power minimization techniques and describe some of the

frontiers of the research currently being pursued. We conclude by summarizing

the major low power design challenges that lie ahead of us.

2.  Sources of Power Dissipation
Power dissipation in digital CMOS circuits is caused by four sources as

follows.

• the leakage current, which is primarily determined by the fabrication
technology, consists of two components: 1) reverse bias current in the
parasitic diodes formed between source and drain diffusions and the
bulk region in a MOS transistor, and 2) the subthreshold current that
arises from the inversion charge that exists at the gate voltages below
the threshold voltage,

• the standby current which is the DC current drawn continuously from
Vdd to ground,

• the short-circuit (rush-through) current which is due to the DC path
between the supply rails during output transitions,

• the capacitance current which flows to charge and discharge capacitive
loads during logic changes.

The term static power dissipation refers to the sum of leakage and standby

dissipations. Leakage currents in CMOS circuits can be made small with proper

choice of device technology. Standby currents are important only in CMOS

design styles like pseudo-nMOS and nMOS pass transistor logic. In this article,

we assume that the standby dissipation is insignificant, thus limiting ourselves to

CMOS technologies, logic styles and circuit structures [19] in which this condi-

tion holds.

The short-circuit power consumption for an inverter gate is proportional to

the input ramp time, the load and transistor sizes of the gate. The maximum short
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circuit current flows when there is no load; this current decreases with the load.

Depending on the approximations used to model the currents and to estimate the

input signal dependency, different formulae [55] [17], with varying accuracy,

have been derived for the evaluation of the short circuit power. A useful formula

was recently derived in [51] that shows the explicit dependence of the short cir-

cuit power dissipation on the design and performance parameters, such as transis-

tor sizes, input and output ramp times and the load. The idea is to adopt an

alternative definition of the short circuit power dissipation, through an equivalent

(virtual) short circuit capacitance CSC.

The dominant source of power dissipation CMOS circuits is the charging

and discharging of the node capacitances (also referred to as the capacitive power

dissipation) and is given by:

(1)

where CL is the physical capacitance at the output of the node, V
dd

 is the supply

voltage, E(sw) (referred to as the switching activity) is the average number of out-

put transitions per 1/fclk time, and fclk is the clock frequency.

The term dynamic power dissipation refers to the sum of short circuit and

capacitive dissipations. Using the concept of equivalent short-circuit capacitance

described above, the dynamic power dissipation can be calculated using equation

(1) if we add CSC to CL. Short-circuit currents in CMOS circuits can be made

small with appropriate circuit design techniques [55]. In most of this article, we

will thus focus on capacitive power dissipation.

In the above, we alluded to the three degrees of freedom inherent in the

low-power design space: voltage, physical capacitance, and data activity. Opti-

mizing for power entails an attempt to reduce one or more of these factors.

3.  Power Minimization Techniques
To address the challenge to reduce power, the semiconductor industry has

adopted a multifaceted approach, attacking the problem on four fronts:

1. Reducing chip and package capacitance: This can be achieved
through process development such as SOI with partially or fully
depleted wells, CMOS scaling to submicron device sizes, and advanced
interconnect substrates such as Multi-Chip Modules (MCM).This

P 0.5CLVdd
2
E sw( ) fclk=
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approach can be very effective but is also very expensive and has its
own pace of development and introduction to the market.

2. Scaling the supply voltage: This approach can be very effective in
reducing the power dissipation, but often requires new IC fabrication
processing. Supply voltage scaling also requires support circuitry for
low-voltage operation including level-converters and DC/DC converters
as well as detailed consideration of issues such as signal-to-noise mar-
gins.

3. Employing better design techniques: This approach promises to be
very successful because the investment to reduce power by design is rel-
atively small in comparison to the other three approaches and because it
is relatively untapped in potential.

4. Using power management strategies: The power savings that can be
achieved by various static and dynamic power management techniques
are very application dependent, but can be significant.

The various approaches interact with one another, for example CMOS

device scaling, supply voltage scaling, and choice of circuit architecture must be

done judiciously and carefully in order to find an optimum power-area-delay

trade-off. In the following, we will focus on CAD algorithms and techniques for

low power. These techniques span various levels of the design abstraction from

algorithmic and system level down to layout and circuit level. In this paper, we

will consider power optimization techniques at the physical design level only.

Once various system level, architectural and technological choices are

made, it is the switched capacitance of the logic that determines the power con-

sumption of a circuit. The strategy for designing circuits for low power consump-

tion will therefore be to optimize the circuit to obtain low switching activity

factors at nodes which drive large capacitive loads.

3.1.  Physical Design Automation

Physical design fits between the gate-level specification and the geometric

(mask) representation known as the layout. It provides the automatic layout of

circuits minimizing some objective function subject to given constraints. Depend-

ing on the target design style (General Cells, Standard Cells, Gate Arrays,

FPGAs), the packaging technology (printed circuit boards, multi-chip modules,

wafer-scale integration) and the objective function (area, delay, power, reliabil-

ity), various optimization techniques are used to partition, place, resize and route

gates.
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Under a zero-delay (glitch-less) model, the switching activity of gates

remains unchanged during layout optimization, and hence, the only way to reduce

power dissipation is to decrease the load on high switching activity gates by

proper netlist partitioning and gate placement, gate and wire sizing, transistor

reordering, and routing. Layout problems become more complicated under a

real-delay model, which accounts for glitches in the circuit, because layout opti-

mization operations influence the glitch activity in ways that cannot be accurately

and reliably predicted.

In the recent past, post-layout optimization techniques (such as buffer and

wire sizing, local restructuring and re-mapping) for power reduction (or area and

delay recover given a fixed power budget) have become commonplace. The

advantage of these techniques is that re-synthesis tools allow more global changes

to the circuit structure compared to layout tools. At the same time, the re-synthe-

sis tools have access to detailed post-layout information that allows accurate esti-

mation of circuit area, delay and power dissipation.

3.1.1  Circuit Partitioning

Netlist partitioning is key in breaking a complex and large design into

smaller pieces which are subsequently optimized and implemented as separate

blocks. This is often needed to satisfy I/O pin constraints on the blocks, reduce

the complexity of subsequent optimization steps, or improve performance. Tradi-

tionally, the objective functions for partitioning have been the cut-size and/or the

circuit delay while the constraints have been I/O pin count per block and block

size. Partitioning for low power has recently become an important problem.

<< Figure 1 Goes Here. >>

In general, the off-block capacitances are much higher than the on-block

capacitances (one to two orders of magnitude). It is therefore essential to develop

partitioning schemes that keep the high switching activity nets entirely within the

same block as much as possible. Figure 1 depicts a simple netlist where the edge

weights reflect the switching activity of the corresponding nets. Here, the mini-

mum cutsize solution, that is (a), leads to higher switched capacitance while the

minimum switched capacitance cut, that is (b), leads to higher number of nets

crossing the cutline.
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Techniques based on local neighborhood search (e.g., the Kernighan-Lin

algorithm [20]) or simulated annealing [21] can be easily adapted to do this. In

particular, it is adequate to assign net weights based on the switching activity val-

ues of the driver gates and then find a minimum cost partitioning solution. Perfor-

mance-Driven Circuit Clustering

3.1.2  Node Clustering

As a result of logic extraction, it is possible to increase the circuit depth to

such an extent that the circuit delay becomes unacceptably large. This problem is

often mitigated by a reduce_depth operation that implements a depth optimal

node clustering algorithm based on [23]. This algorithm however makes no

attempt to explore alternative clustering solutions that result in the same logic

depth, but have lower power dissipation.

In [53] a mechanism is described that implicitly generates all non-inferior

power-delay clustering solutions and selects the one which has minimum logic

depth, but lower power dissipation. This is achieved by enumerating, in pos-

torder, all candidate clusters of up to a maximum cluster size and selecting the

power-optimal cluster solution for each delay value at every gate in the circuit.

The algorithm which is linear in circuit size but exponential in the maximum

cluster size, is provably power- and delay-optimum for trees. The algorithm pro-

duces optimum delay solutions for general directed acyclic graphs, but the results

are not power-optimum because of the possible logic duplication at the multiple

fanout nodes in the circuit. Thus, it is often necessary to perform a delay-con-

strained power-recovery step as a post-process. Experimental results indicate that,

on average, 25% improvement in power dissipation of multi-level Boolean cir-

cuits is obtained without any increase in circuit delay (assuming that the physical

capacitance on inter-cluster lines is much higher than the capacitance on

intra-cluster lines).

<< Figure 2 Goes Here. >>

Two example clustering solutions are shown in Figure 2 where the solution

on the left is obtained by Lawler’s algorithm while the solution on the right corre-

sponds to power and delay optimal clustering solution (the maximum cluster size

is seven). In this example, all input activities are set to 0.5 and the numbers

shown beside the nodes represent their switching activities obtained by symbolic

simulation of the Boolean network. Both solutions have a depth of two. However,
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the power cost (switched capacitance) of inter-cluster lines in Clustering A is 1.3

while that in Clustering B is 0.65. Experimental results indicate that, on average,

25% improvement in power dissipation of multi-level Boolean circuits is

obtained without any increase in circuit delay (assuming that the physical capaci-

tance on inter-cluster lines is much higher than the capacitance on intra-cluster

lines).

3.1.3  Floorplanning

Floorplanning is the process of assigning shapes, pin positions and loca-

tions to a set of macro-cells or modules so as to minimize the area of the floor-

plan. One successful floorplanning approach is based on computing the shape

functions (height versus width trade-off curves) during a postorder traversal of a

cluster tree that captures the connectivity among modules. The optimal floorplan

topology, block shapes and room assignments, and pin positions (or block orien-

tations) are determined during a preorder traversal of this tree [60] [32]. The two

dimensional shape function curves can be indexed by the power cost, that is, for

each distinct power dissipation value, one shape function is built. These indexed

shape functions can then be used during the preorder traversal to compute the

optimal power solution which also leads to minimum chip area (see [5] for

details).

3.1.4  Placement

Placement refers to the process of assigning locations to gates in a circuit

netlist. Placement algorithms can be easily modified to minimize the power dissi-

pation. For example, a common placement algorithm for small-cell ICs is to for-

mulate the problem as a constrained mathematical programming problem and

then solve it in two phases: global optimization and slot assignment [47] [22].

The objective function is the sum of squares of net lengths while the constraints

are center-of-mass and/or path-based timing constraints. The only change needed

in the low power formulation is to use the sum of squares of switched capaci-

tances as the objective function during each phase [53] as detailed next.

Let

I i1 i2 … iI, ,{ , }=

M m1 m2 … mM, ,{ , }=
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denote the sets of primary inputs, internal gates, primary outputs, and nets,

respectively. The total number of nets N is given by I+M. Each gate i has a

4-tuple <Ei, Ci
in, Ci

wire, Ci
gate> associated with it where Ei, Ci

in, Ci
wire, and

Ci
gatedenote the switching rate of the gate, its input capacitance, the wire load due

to output net ni, and the gate load of ni, respectively. Let us denote the set of gates

connected by net ni by γi. The total power consumption for the circuit is given by:

The term Ci
gate. Ei is independent of the placement and hence, is dropped from

the objective function. After dropping the constant multiplication factor 0.5. Vdd
2.

fclock, we get the following objective function for low power placement:

Under a quadratic formulation the objective function is the sum over all

nets of the square of power consumption due to each net. As usual, net ni is mod-

eled by a weighted clique. Therefore, the quadratic objective function for low

power placement is or after dropping constants and rearranging:

which can be re-written as:

where Fj,k is zero if no net contains both gates j and k and is  where i

denotes any net that contains both gates j and k.

O o1 o2 … oO, ,{ , }=

N n1 n2 … nN, ,{ , }=

P 1
2
---

Vdd
2

Tclk
--------------- Ci

wire
Ci

gate
+⎝ ⎠

⎜ ⎟
⎛ ⎞

Ei
i I M{ , }∈
∑=

L1 Ci
wire

Ei⋅{ }
i I M{ , }∈
∑=

L2 C
i
wire Ei⋅⎝ ⎠

⎛ ⎞ 2

i I M{ , }∈
∑=

L2 x y( , ) Fj k, xj xk–〈 〉2 yj yk–〈 〉2+⋅
j k, I M{ , }∈

∑=

Ei
2 2

γi
------⋅∑
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The objective function can be formulated using the matrix notation as:

where X and Y are vectors of x and y coordinates of the gate locations and c and d
are constant coefficient vectors. Matrix B is a symmetric matrix derived from

matrix  as follows:

where D is a diagonal matrix with

This objective function is similar to the one derived in PROUD [47] and

GORDIAN [42]. It can be shown that as long as the whole circuit forms one con-

nected set and some modules are fixed, B is positive definite. This implies that the

objective function is convex and that quadratic optimization techniques can be

applied to obtain a global optimal solution.

The approach used to solve the above convex programming problem is to

interleave quadratic optimization with circuit bi-partitioning of the circuit. After

each global optimization step, circuit is further partitioned, and the partitioning

information is introduced in the subsequent global quadratic optimization step as

center of mass constraints. Unlike the divide-and-conquer mechanisms proposed

in literature, this mechanism maintains a global view of the circuits beyond the

partition boundaries and allows migration of gates across boundaries.

Long path delay constraints can be written in terms of required times at pri-

mary outputs and arrival times at primary inputs of the circuit and added to the

above programming problem. These constraints are then integrated with the

objective function. Thus, we have a convex objective function with a set of con-

vex constraints. The resulting constrained optimization problem can be formu-

lated as a Lagrangian function optimization and solved efficiently using

Lagrangian relaxation techniques. The slot assignment phase for the perfor-

mance-driven version of placement tool is identical to the area-driven version of

L2 x y( , )
1
2
--- X

T
BX Y

T
BY+⎝ ⎠

⎛ ⎞
c

T
X d

T
Y+ +=

F Fj k,[ ]=

B D F–=

dj j, Fj k,
k
∑=
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the placement tool. However, a simple modification that restricts assignment of

gates on critical path to slots that may increase the delay can be incorporated.

With this modification, an average power reduction of about 10% has been

obtained compared to the minimum net length solution without any increase in

circuit delay. The paper also addresses the problem of hazard minimization during

placement by proposing to integrate the gate-level power estimation programs

with cell placement programs. The work of [53] can be easily extended to mini-

mize the sum of switched capacitances using a formulation and computational

procedure similar to that of [42].

3.1.5  Global Routing

Global routing produces routing trees for all nets in the circuit so as to min-

imize the interconnect length and/or chip area. The routing trees for multi-termi-

nal nets are often constructed as Rectilinear Spanning or Steiner trees. In routing

a single net to achieve lower power dissipation, the goal is to minimize the physi-

cal capacitance which coincides with the minimum length objective used in con-

ventional routing. Therefore, there is no new routing problem here. In routing a

collection of nets in fixed-size routing channels (e.g., Gate Array or FPGA lay-

outs), in variable-width routing channels (e.g., Standard Cell layout) or in general

area (e.g., General Cell layouts), however the difference between minimizing the

total physical capacitance and the total switched capacitance comes to surface. In

the following, Standard Cell layout will be used as an example.

The main tasks of a global router for Standard Cell layouts are to generate

the routing topology for each net and to determine the number of feedthrough

cells required on each cell row. Both sequential [39] and parallel [6] [24] routing

algorithms for routing in have been proposed.

Sequential routing algorithms route each net separately. They assign a

feedthrough penalty to each cell row which characterizes the additional cost (in

terms of layout area) that a routing tree edge accrues if it crosses that row. Typi-

cally, the longest cell row in the circuit is assigned the highest feedthrough pen-

alty to discourage use of additional feedthrough cells on that row. Sequential

routing algorithms can be modified to produce minimum-power routing solution

by simple net weighting where the net weights are derived from the switching

activity values of the driver gates. Nets with higher weights are given priority

during routing and thus tend to assume their smallest possible routes. In contrast,

low activity nets will encounter high feedthrough penalties on their most desired
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routing edges and thus tend to assume longer lengths than is ideally possible. Par-

allel routing algorithms alleviate the net ordering problem by constructing routing

trees for all nets concurrently. One can modify the feedthrough insertion and net

segment assignment steps in these routers to generate tree connections with

smaller lengths for nets that are driven by gates with higher switching rates [54].

<< Figure 3 Goes Here. >>

Feedthrough assignment is the interface between global and detailed rout-

ing as it assigns exact positions to the feedthrough cells on each cell row and

hence defines the pin positions on the channel boundaries. Figure 3 shows a sce-

nario where nets A and B are competing for their optimum feedthrough location.

If, for example, net A has a higher switching activity than net B, then configura-

tion (a) will lead to lower power dissipation as it minimizes the switched capaci-

tance.

One can perform feedthrough assignment during the global routing, but

then the result will heavily depend on the net ordering. Consequently, this prob-

lem is often formulated as a linear assignment problem for each cell row as in

[46] [31] [27]. Other techniques that perform feedthrough assignments for all cell

rows simultaneously [15] [30] do not show much improvement compared to the

linear assignment based technique which are outlined next. The idea of the latter

techniques is to set up a linear assignment cost matrix where rows correspond to

nets crossing the cell row, columns correspond to feedthrough cells on the cell

row, and each entry (i,j) in the matrix gives the cost of using feedthrough cell j for

net i. The problem is then solved by finding a minimum-cost cover of all rows in

the matrix. For the low power version of this problem, one can modify each entry

in the linear assignment cost matrix according to the switching activity of the net,

that is, active nets will incur higher cost if they do not occupy their preferred

(minimum-cost) feedthrough cell.

Experimental results have produced only marginal improvements in power

dissipation. This is because global routing is a complex process where the net

lengths and channel congestion are dictating the routing solution for each net; an

extra weighting factor for the nets can only produce a sizeable difference in the

final result if net activities (especially on large nets where global routers have

many options to route them) are drastically different. This condition was not met

in the examples attempted in [54].
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3.1.6  Detailed Routing

Detailed routing produces the wiring geometries and layer assignments

within a routing channel, switchbox or general area. Again, we will only consider

channel routing techniques commonly used in Standard Cell layouts. Given the

channel length, top and bottom terminal lists, left and right connection lists, and

the number of routing layers, the channel routing problem is to find interconnec-

tions of all the nets in the channel including the connection sets so that the chan-

nel achieves minimum height. The objective function for low power routing

becomes the switched capacitance within the channel, that is, high activity nets

should assume their shortest possible route at the expense of low activity nets.

One must however achieve this with no or little increase in channel height, since

otherwise, the increase in wire lengths due to larger layout area will more than

compensate the reduction of switched capacitances within the routing channels.

Two-layer channel routing algorithms can be classified as net-based

(Left-Edge algorithm of [16] and dogleg router of [10]), constraint graph-based

(net-merging algorithm of [59], column based (greedy router of [38]), and hierar-

chical [4]. To reduce power dissipation during channel routing, one can give high

priority to active nets in using the available routing resources (e.g., tracks, layers,

dogleg positions). This can be achieved in a net-based algorithm by sorting nets

and in a greedy router by modifying the rule set to favor high activity nets. The

modifications to the net-merging and hierarchical routing algorithms are not so

straight-forward. There are no reported experimental results on power savings in

VLSI circuits due to use of a low-power channel routing algorithm.

Power dissipation due to cross-talk is also an important concern to today’s

dense and high performance layouts. This can be minimized by ensuring that

wires carrying high activity signals are placed sufficiently far from the other

wires.

3.1.7  Transistor and Gate Sizing

If performance was not a design constraint, design for low (capacitive)

power would be achieved by using minimum-sized gate versions everywhere. The

gate sizing problem is thus to find a minimum power solution subject to meeting a

given delay constraint.

An efficient approach to continuous (generator-based) gate sizing for low

power is to linearize the path-based timing constraints and use a linear program-

ming solver to find the global optimum solution [2]. This work has been extended
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to handle setup and hold time constraints in [44]. The drawbacks of this approach

are the omission of slope factor (input ramp time) for input waveforms from the

delay model and use of a simple power dissipation model that ignores short-cir-

cuit currents. The LP-based cell selection algorithm can be easily extended to

account for the short-circuit power dissipation as described in [33]. More

recently, the authors of [40] present a different convex programming approach for

solving the gate sizing problem for minimum power dissipation. The authors

report that by including the short-circuit power in the objective function (along

with capacitive power), the minimum-power solution often corresponds to faster

solutions compared to the case where only capacitive power is minimized.

A heuristic technique for discrete (library-based) gate sizing for minimum

power subject to a given delay constraint is described in [45]. The idea is to start

with minimum-sized gate versions, and then size up gates along the paths with

negative slacks (that is, critical paths) so as to satisfy the constraints while

increasing the switched capacitance of the circuit minimally. Alternatively, one

may start with the fastest possible design and then size down the gates along the

paths with positive slack (compared to the given delay constraint) so as to maxi-

mize the reduction in switched capacitance. Another technique presented in [26],

starts with a circuit that satisfies the timing constraint and sizes down certain

gates (which are not necessarily on the non-critical paths) to reduce the power

dissipation. The shortcoming of these approaches is their greedy nature which

leads to sizing one gate a time.

<< Figure 4 Goes Here. >>

Discrete gate sizing problem is a special case of technology mapping prob-

lem and thus the dynamic programming technique can be applied to build the

power-delay trade-off curves during a postorder traversal of the circuit and then

perform the gate selection during a preorder traversal so as to satisfy the delay

constraints while minimizing the switched capacitance (see Figure 4 for an exam-

ple trade-off curve).

In [3], the problem of transistor sizing in a static CMOS layout to minimize

the capacitive plus short circuit power dissipation. It is shown that the

power-optimal size for the transistors in a gate that is driving a given load, can be

larger than minimum size. The authors next derive the power-delay optimal sizes

for these transistors and present a greedy algorithm for calculating the optimal
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power sizing subject to a given delay constraint for all gates in a circuit. This

algorithm starts by doing an initial power-optimal transistor sizing on each gate.

If the power-minimal layout satisfies the delay constraint, the process is termi-

nated; otherwise, the power-delay optimal sizing is applied to gates on the critical

paths until the timing target is met.

Various researchers [3] [26] [40] have reported about 15-20% reduction in

total power dissipation as a result of cell selection or transistor sizing.

3.1.8  Transistor Reordering

In general, library gates have pins that are functionally equivalent which

means that inputs can be permuted on those pins without changing function of the

gate output. These equivalent pins may have different input pin loads and pin

dependent delays. It is well known that the signal to pin assignment in a CMOS

logic gate has a sizeable impact on the propagation delay through the gate [19].

If we ignore the parasitic (internal) power dissipation due to charging and

discharging of source/drain to bulk diffusion capacitances inside a CMOS logic

gate, it becomes self-evident that high switching activity inputs should be

matched with pins that have low input capacitance. This scheme is however not

very effective as in the semi-custom libraries, the difference in pin capacitances

for logically equivalent pins is small. The parasitic power dissipation varies in

turn as a function of the switching activities and pin assignment of the input sig-

nals. To find the minimum power pin assignment for a gate that accounts for this

internal power dissipation, one must solve a difficult optimization problem as for-

mulated in [49]. As the number of functionally equivalent pins in a typical

semi-custom library is not greater that six, it is feasible to exhaustively enumerate

all pin permutations to find the minimum power pin assignment.

<< Figure 5 Goes Here. >>

One can also use heuristics, for example, one such rule assigns input signal

with the largest probability of assuming a controlling value (zero for nMOS and

one for pMOS for series-connected transistors in the pull-up or pull-down blocks

of a logic gate) to the transistor near the output terminal of the gate [33]. The

rationale is that this transistor (e.g., N1 in Figure 5) will switch off more fre-

quently, thus blocking the internal nodes (e.g., nodes x and y in Figure 5) from

non-productive charging and discharging. Another rule is presented in [34] where
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the input that has the highest switching activity when all other inputs are set to

their non-controlling values (one for nMOS and zero for pMOS in series-con-

nected transistors) is directed to the input closest to the output terminal. The

rationale is that the internal node capacitances (e.g., Cx and Cy in Figure 5) will

have been discharged by the time that the output transition takes place as a result

of an input change for the transistor closest to the output terminal (e.g., N1 in Fig-

ure 5). The authors of [41] derive similar rules to those mentioned above and

point out that if there is a conflict between the two rules, then the transistor order-

ing should be determined by the ratio of the probability of assuming controlling

value over probability of making transitions, that is input with the highest ratio

will be placed closest to the output terminal. Experimental results show that about

5% power reduction can be achieved by transistor ordering.

In general, pin permutation for minimum delay produces results that are

very different from those obtained for minimum power. Therefore, pin permuta-

tion for low power should take place on non-critical gates.

3.1.9  Super Buffer Design

Super buffer design is a chain of inverters designed to derive a large capac-

itive load with minimal signal propagation time [19]. A power-optimal buffer siz-

ing technique applicable to the design of super buffers at high speed is presented

in [61]. This work is based on an analytic relationship among signal delay, power

dissipation, driver size and interconnect load which is in turn derived from the I-V

characteristics of CMOS transistors. This work shows that optimal-power sizing

requires a variable tapering (scaling) factor for the inverter chain.

3.1.10  Wire Sizing, Driver Sizing and Buffer Insertion

Wire and/or driver sizing are often needed to reduce the interconnect delay

on time-critical nets. Wire sizing however tends to increase the load on the driver

and hence increase the power dissipation. A simultaneous wire and driver sizing

approach can reduce the interconnect delay with only a small increase in the

power dissipation. The approach in [7] and [8] uses the properties of monotonic-

ity, separability and dominance (which apply to Elmore delay model) to deter-

mine lower and upper bounds on the wire and driver sizing solution. The delay is

measured using the distributed Elmore delay model and power estimations

include both capacitive and short circuit power components. In the following, we

review the work described in [7].
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<< Figure 6 Goes Here. >>

Assume that we are given a tree T implementing a signal net which consists

of a source N+ and a set of m sinks {N1, N2, ..., Nm}. Assume that {E1, E2, ..., En}

is the set of segments forming the tree T, where n is the number of segments in the

tree. Each wire segment has a set of discrete choices of wire widths {W1, W2, ...,

Wr} (Wi < Wj for i < j). We use ei to denote the width of wire segment Ei. Further-

more, assume that the signal is driven by a chain of cascaded drivers of k stages at

the source as shown in Figure 6. We use {d1, d2, ..., dk} to denote the driver sizing

solution. We assume (after normalization) that d1=1. Given a routing tree T, the

simultaneous driver and wire sizing for both delay and power minimization is to

determine the number of stages k, a driver sizing solution and a wire sizing solu-

tion on T, such that a linear combination of delay and power costs is minimized.

Delay cost is measured as the weighted sum of source-sink Elmore delays while

power cost accounts for both capacitive and short-circuit power dissipations.

Experimental results show that for the same delay constraint, this approach

reduces the power by about 15-20% when compared to the conventional method

of driver sizing only.

An optimal gate and wire sizing approach based on convex programming

techniques which avoids the monotonicity and separability assumptions of the

delay model is presented in [28]. This method can be easily extended to deter-

mine the optimal gate size and wire widths so as to minimize the power dissipa-

tion instead of the area required for the circuit layout.

A power- and delay-optimal algorithm for discrete buffer insertion and

wire sizing under the Elmore delay model was presented in [25]. Because of the

dynamic programming approach used, the entire power-delay trade-off curve for

simultaneous wire sizing and buffer insertion could be generated. The authors

show that using five discrete buffer sizes (1X to 8X) and wire widths ranging

from 0.5 μm to 5 μm, the unsized/unbuffered solution for a 20 sink net yields a

delay of 7 ns and a total switched capacitance of 4.7 nF while the delay-optimal

solution gives a delay of 2.7 ns and a switched capacitance of 5.5 pF.

3.1.11  Clock Tree Generation

Clock is the fastest and most heavily loaded net in a digital system. Ideally,

clock signals should have minimum rise/fall times, specified duty cycles and zero

skew. Power dissipation of the clock net contributes a large fraction of the total
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power consumption in a digital circuit [11], thus, it is also desirable to minimize

the total capacitive load seen by the clock source.

Many zero-skew clock routing algorithms have been proposed. In one

approach, a chain of drivers is introduced at the source and zero-skew is achieved

by wire (length) elongation [48] [12] or wire (width) sizing [62] [13]. Work of

[35] proposes construction of initial non-zero skew clock routing solutions which

can be sized to achive a prescribed skew bound. In another approach, buffers are

inserted at internal points in the clock tree [36] [58] for satisfying source-sink

path delay constraints and for minimizing the area of the clock net. The rationale

is that instead of increasing wire widths and lengths to reduce the skew which

will result in increased power dissipation, one can use a balanced buffer insertion

scheme to partition a large clock tree into a small number of subtrees with mini-

mum wire widths. Authors of [36] propose concurrent buffer insertion and wire

width adjustment in a clock tree and report power-delay product figures as a func-

tion of the number of buffer insertion levels. Assuming a fixed clock tree topol-

ogy, authors of [58] propose a technique for inserting buffers into an equal

path-length clock tree. These buffers are subsequently sized to minimize the

power dissipation of the clock tree under the specified clock skew constraint. The

buffer sizing problem in turn is formulated as a posynomial programming prob-

lem and solved optimally. This techniques results in 60-70% power savings in the

clock tree compared to the single driver scheme with wire sizing that achieves the

same clock skew.

In [56] a technique for low power clock synthesis that simultaneously

inserts buffers and generates the clock tree topology is presented. The main result

of this paper is that by simultaneous buffer insertion and clock tree topology gen-

eration, one can reduce the total wire length (and hence power dissipation)

needed to achieve zero-skew in the clock tree by 50% compared to the scheme

which separates the topology generation and buffer insertion steps. Experimental

results show improvements in terms of area, rise/fall times and power dissipation

compared to the case where buffers are inserted into clocks as a post-processing

step. The paper also reaffirms that inserting buffers at internal nodes of the clock

tree leads to better results compared to inserting buffers at the root of the clock

tree only.

Zero-skew is imposed to ensure correct circuit operation. In practice, cir-

cuits function correctly within a tolerable clock skew. The objective of low power

clock routing is thus to minimize the load on the clock drivers (and hence the
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clock tree length) subject to meeting a tolerable clock skew (or more precisely,

the source-sink path delay constraints). Algorithms for minimum cost bounded

skew clock and Steiner tree routing are described in [9], [18] and [29]. TMethods

in [9] and [18] are based on the observation that with some skew bounds, the fea-

sible locations for the Steiner points in the routing tree become octilinear convex

polygons. The tree topology is generated by successively joining the two nearest

feasible regions while the placement of Steiner points in the feasible region is

done heuristically. These works however only consider the skew bound and do

not control the maximum source-sink delay. Consequently, excessively long wires

may be generated which then requires more buffers and leads to slower rise/fall

times. More buffers and slower transition times in turn results in higher power

dissipation. In [29], a linear programming based algorithm for solving the lower

and upper bounded delay routing tree (LUBT) construction problem is presented.

LUBT is a Steiner tree rooted at the source such that the delay from the source to

each sink lies between the given lower and upper bounds for that sink. The pro-

posed method produces minimum cost LUBT for the given tree topology. Unlike

the previous works which merely control the amount of skew, this solution con-

structs trees with distinct lower and upper bounds on the source-sink delays,

hence, it can exploit all the flexibility that is present in low power, high perfor-

mance clock routing tree design.

3.1.12  Power Distribution

As the supply voltage is reduced, the noise margins are diminished, thus,

small voltage drop in the power distribution may have a relatively big impact on

the circuit speed. Careful power distribution is thus becoming more important at

lower supply voltages. In [57], a technique for concurrent topology design and

wire sizing in power distribution networks is presented. The objective is to mini-

mize the layout area while limiting the average current density to avoid elec-

tromigration-induced reliability problems and large resistive voltage drops. This

technique is based on the observation that when two sinks do not draw currents at

the same time, narrow wires can be used for power distribution to those sinks,

thus reducing the layout area. The authors report up to 30% area savings com-

pared with the “star” routing scheme.

4.  Summary
The need for lower power systems is being driven by many market seg-

ments. There are several approaches to reducing power, however the highest
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Return-On-Investment approach is through designing for low power. Unfortu-

nately designing for low power adds another dimension to the already complex

design problem; the design has to be optimized for Power as well as Performance

and Area.

Optimizing the three axes necessitates a new class of power conscious

CAD tools. The problem is further complicated by the need to optimize the design

for power at all design phases. The successful development of new power con-

scious tools and methodologies requires a clear and measurable goal. In this con-

text the research work should strive to reduce power by 5-10x in three years

through design and tool development.

In summary, low power design requires a rethinking of the conventional

design process, where power concerns are often overridden by performance and

area considerations. This article presented a detailed coverage of low power

design methodologies and techniques ranging from technology and devices to cir-

cuits and systems. In addition to offering a broad introduction to low power elec-

tronics, the article offers an extensive set of references that can be used by

researchers.
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Figure 1 Effect of net activity on partitioning result.
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Figure 2  Clustering solutions with equal logic depth but different power.
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Figure 3  Effect of switching activity on Feedthrough assignment
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Figure 4  A power-delay tradeoff curve
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Figure 5  Effect of signal reordering on power dissipation
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Figure 6  A k-stage cascaded driver driving an tree with m sinkes
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