Abstract—The emerging trend towards utilizing chip multi-core processors (CMPs) that support dynamic voltage and frequency scaling (DVFS) is driven by user requirements for high performance and low power. To overcome limitations of the conventional chip-wide DVFS and achieve the maximum possible energy saving, per-core DVFS is being enabled in the recent CMP offerings. While power consumed by the CMP is reduced by per-core DVFS, power dissipated by the set of voltage regulators (VRs) that are required to support per-core DVFS becomes critical. This paper focuses on the dynamic control of the VRs in a CMP platform. Starting with a proposed platform with a reconfigurable VR-to-core power distribution network (PDN), two optimization methods are presented to maximize the system-wide energy savings: (i) reactive VR consolidation to reconfigure the network for maximizing the power conversion efficiency of the VRs, which is performed under the pre-determined DVFS levels for the cores, and (ii) proactive VR consolidation to determine new DVFS levels for maximizing the total energy savings without any performance degradation. Along with the optimization methods for the PDN composed of homogeneous VRs, we also discuss the PDN with heterogeneous VRs, which is proposed to increase the benefits of the VR consolidation by incorporating VRs with a larger driving capability of load current. Results from detailed simulations based on realistic experimental setups demonstrate up to 36% VR energy loss reduction and 9% total energy saving.
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I. INTRODUCTION

By leveraging technology scaling to pack multiple processor cores on a single die, chip multi-core processors (CMPs) have been increasingly adopted in desktop and server applications, as well as mobile environments, due to the growing demand for high performance VLSI systems. CMPs have achieved high throughputs in handling multiple applications by distributing them to different cores and executing them simultaneously. Furthermore, emerging challenging scientific and engineering problems craving for high performance computing and simulation have resulted in the advent of many-core processors. In spite of the benefits, developing such multi/many-core processors has hit a critical roadblock, power consumption. Due to the limited power budget and running/cooling cost, power consumption has become a overriding concern for CMP designs.

One of the most effective techniques to mitigate the power consumption of CMPs is to dynamically vary the supply voltage and operating frequency values applied to the process cores in response to load conditions or workload characteristics (this is known as dynamic voltage and frequency scaling, or DVFS for short) [2], [3]. The conventional approach is to perform DVFS for all cores in a processor (per-chip DVFS). This approach has not been able to take full advantage of power-saving that DVFS potentially achieves. For instance, some of the cores may not need a high voltage/frequency level, but can not be lowered because of the other cores. To surmount this shortcoming, applying DVFS to each individual core (per-core DVFS) or to the clustered cores (per-cluster DVFS) has been suggested, and has resulted in excellent flexibility in controlling power [4], [5], [6]. Unfortunately, this approach can still have inevitable drawbacks such as a larger footprint, higher power conversion loss, and/or higher control complexity incurred by the more sophisticated power distribution network (PDN).

The PDN in the per-core DVFS platform provides power to each core from a power source. It consists of voltage regulators (VRs), which play a pivotal role to convert the voltage level of the power source to the required voltage levels of the target cores. Therefore, to support the per-core DVFS, at least the same number of VRs (as the number of cores) should be equipped in the platform, which can cause high area overhead. However, recent research work that focuses on on-chip VR designs proves that this overhead can be significantly mitigated by reducing the size of each VR [7], [8], [9].

Meanwhile, the VRs inevitably dissipate power, and power dissipations from all VRs inside a per-core DVFS platform can result in a considerable amount of power loss. Given that a VR’s power conversion efficiency (simply called VR efficiency in the remainder of paper) is the ratio of the power consumed by a core to the total power consumed by both the core and VR, the state-of-the-art VRs exhibit high peak power conversion efficiency, but their efficiency can drop dramatically under adverse load conditions (i.e., out-of-range output current levels) [8], [1]. Fig. 1 shows an example of traces of the VR efficiency during delivering power to a core. Around 24% of input power is dissipated by the VR in the high efficiency region (indicated by the red line), but more than 53% of the input power is consumed by the VR in the low effi-
ciency region (the blue line) in the figure. Consequently, the VR efficiency is a critical concern and optimization objective to save power in the platform.

A few recent papers have studied VR components in order to improve the efficiency of a single VR [12], [13], [14], [15]. Optimizing the switch sizes and the frequency of the pulse-width modulator (PWM) in the VR for the given workload has been studied in [13], [14]. Using multiple/parallel switches in the VR design has been presented in [12], [15]. In contrast, little attention has been paid to the question of how to improve the efficiency of a VR network from system-level optimizations, in spite of a few papers that have explored VRs from a system perspective [16], [4], [5], [6]. A DVFS policy that is aware of the VR efficiency characteristics has been addressed in [16]. The optimal frequency of a core has been derived to minimize the total energy consumption in both the core and the VR. However, there is still large potential to save more power in the multi-core and multi-VR systems. In [4], the potential of energy saving in the CMP using per-core DVFS and fast transient responses of VRs has been presented. To determine the optimal DVFS levels for each core, an offline algorithm based on integer linear programming (ILP) has been proposed. But this approach does not consider the power dissipated by the indispensable large number of VRs to enable per-core DVFS. Meanwhile, to tackle the drawback of per-core DVFS, an offline approach to cluster the cores in the same voltage-rail has been suggested [5]. K-means clustering has been used to group some cores which have the similar DVFS levels, so as to reduce the number of VRs required in the system. However, reducing a fixed number of VRs loses in part the benefit of per-core DVFS as aforesaid, and may not guarantee energy saving in VRs with dynamically changing workloads. In addition, clustering the cores with similar behaviors of the voltage/frequency levels may not be applicable for multi-threaded applications where the locking and synchronization issues should be carefully accounted for [17], [18]. For example, a delayed thread of an application on the clustered core may have to lock the other threads for the synchronization, which can cause significant delay of the application. Similar to [5], but to support an online control of matching cores and converters, a (3D) reconfigurable switch network has been recently presented in [6]. This approach has achieved to reduce the number of VRs, and flexibly utilize them with a proposed time-space multiplexing scheme. However, platform-level total power consumption that should include power consumption of the multiple VRs has not been taken into account.

This paper starts from a concept to combine some cores, which operate at the same voltage level and drive relatively small amount of load current, to be powered by a single VR. This approach can significantly reduce the VR power loss in the multi-core processor platform due to the following two reasons: (i) the VR used to power multiple cores has relatively high current load and thus has higher efficiency according to the VR characteristics, and (ii) the VRs that are not used can be turned off to save power. Based on this concept of VR consolidation, we propose a new design of the multi-core platform, which exploits (multiple) sets of network switches to reconfigure the PDN. We then present two optimization methods to minimize the VR power loss and maximize the total energy saving. We first propose a reactive method that configures the PDN based on the sensed voltage/current level of each core. We present a proactive method to decide the optimal voltage/frequency level of each core in the consideration of maximizing the consolidation opportunities of VRs, in order to minimize the energy consumption of the whole system. Along with the optimization methods for the PDN composed of homogeneous VRs, we also discuss the PDN with heterogeneous VRs, which is proposed to increase the benefits of the VR consolidation by equipping VRs with a larger driving capability of load current. We provide detailed discussion about the design considerations for both homo/heterogeneous PDNs.

We validate the proposed methods on various applications from the PARSEC [19] and SPLASH2 [20] benchmark suites. We perform detailed multi-core processor simulation using the modified Sniper simulator [10], and the spice circuit simulation with a commercial VR carefully selected for fair evaluation. Results demonstrate up to 36% VR energy loss reduction and 9% total energy saving.

The remainder of this paper is organized as follows. Section II provides some characteristics of the VR model. In Section III, the two optimization methods are presented. Section IV introduces the PDN with the heterogenous VRs, and extends the two optimization methods. Section V is dedicated to the experimental work, while Section VI concludes the paper.

II. PRELIMINARY: VR CHARACTERISTICS

According to circuit implementation and operation principles, voltage regulators can be generally classified into three types, low-dropout regulators (LDOs), switched-capacitor regulators (SCs) and inductive switching regulators. LDOs and SCs have advantages that they are easy for integration and
have low area-overhead compared to inductive switching regulators. However, inductive switching regulators achieve higher conversion efficiencies over a wide range of output loads. Furthermore, the digitally programable controllers equipped in inductive switching regulators have more benefits than other types of regulators to support dynamic voltage setting with fast transient response. Therefore, inductive switching regulators are more suitable and typically used for delivering power to processors. We focus on the inductive switching regulator, and simply call it VR in the remainder of this paper.

To help understanding the power losses of the VR, a simplified schematics of a synchronous buck-type VR is shown at Fig. 2. This schematic consists of an inductor, a capacitor, two switches, and a switch driver which is a pulse-width-modulation (PWM) controller. If the conduction current of the switch is small (e.g., less than 0.5A [21]), the lateral power MOSFETs have been used for the two switches [16], [12], [13], [15]. Whereas, the trench (vertical) power MOSFETs are widely used in state-of-the-art VRs, because they generally offer much lower resistance than the lateral MOSFETs. In this paper, we uses the trench power MOSFETs for the two switches, in order to follow the trend of the modern VR designs that are dominantly equipped in the multicore platforms.

In Fig. 2, M1 and M2 are the high side control FET and low side synchronous FET, respectively. Parasitic resistance of the inductor $L$ is denoted by $R_L$. In the same manner, the parasitic resistance of the capacitor $C$ is referred to $R_C$. Depending on the physical sources of power consumption, power loss of the VR is composed of the following three parts: conduction loss, switching loss, and controller power loss, denoted by $P_{\text{conduction}}$, $P_{\text{switching}}$ and $P_{\text{controller}}$, respectively [16], [15].

The power loss of the VR, $P_{\text{loss}}$, is the sum of the three parts:

$$
P_{\text{loss}} = P_{\text{conduction}} + P_{\text{switching}} + P_{\text{controller}}
$$

where $P_{\text{conduction}}$ is the conduction loss of each switch that includes gate charge, gate-source charge, diode reverse recovery charge [22]; $D$ is the PWM duty ratios of the control FET, which can be derived from $V_{\text{in}} - I_{\text{out}}(R_{M1} + R_{M2})/2$; $f_{\text{sw}}$ is the PWM switching frequency; $I_{\text{controller}}$ is the current flowing in the controller of the VR, and $\Delta I$ is the inductor current ripple. In (1), the first and second terms are the DC and AC parts of $P_{\text{conduction}}$, respectively. The third term of (1) is $P_{\text{switching}}$. The fourth term of (1) is $P_{\text{controller}}$. Finally, the VR efficiency, $\eta$, can be calculated as:

$$
\eta(\%) = \frac{P_{\text{out}}}{P_{\text{in}}} = \frac{V_{\text{out}}I_{\text{out}}}{V_{\text{out}}I_{\text{out}} + P_{\text{loss}}} \times 100\% \quad (2)
$$

As seen from (1), both resistances and charges of the switches contribute to the VR power loss, $P_{\text{loss}}$. While the resistances of the switches traditionally dominated $P_{\text{loss}}$ at low $f_{\text{sw}}$, the charges of the switches has become more dominant as $f_{\text{sw}}$ has been raised up to megahertz. Furthermore, exploiting the trench power MOSFETs that can offer very low resistances could reduce the conduction loss of the switches, $P_{\text{conduction}}$, but nevertheless the trench power MOSFETs still suffer from high charges due to the inherent vertical structure. Although there have been studies to overcome this drawback by optimizing the size of the switches [13], [14] and using multiple parallel switches [12], [15], these studies could not make the VR efficiency constantly high in the whole range of output current conditions. Instead, there will still exist low efficiency regions for the output current conditions, where the switching loss, $P_{\text{switching}}$, is dominant. For better understanding, Fig. 3 is provided to show an example of the VR efficiency according to the output current changes, based on (1). The output currents in the figure are conceptually divided into two regions to show that the main sources of the VR power loss are $P_{\text{switching}}$ and $P_{\text{controller}}$ in Region I, and $P_{\text{conduction}}$ in Region II. While Regions II shows relatively high efficiency owing to the low resistances of the switches, the efficiency in Region I drops dramatically under the adverse conditions of the output current due to the power loss from the high charges of the switches.

Selecting the pertinent switches are not only critical for the VR efficiency, but also affect the output current driving capability of the VR. Because (i) there exists a maximum (continuous) drain current for the switch, $I_D$, above which it may break down or get overheated, and (ii) the drain current is proportional to the output current, and the maximum output current $I_{\text{out(max)}}$ should be limited according to the required limitation of the inductor current ripple, $\Delta I_L$. For reference, $I_{\text{out(max)}}$ may be expressed as [23]:

$$
I_{\text{out(max)}} < I_{\text{L(peak)}} - \frac{\Delta I_L}{2} = I_{\text{L(peak)}} - \frac{V_{\text{out}}}{2f_{\text{sw}}L} \left(1 - \frac{V_{\text{out}}}{V_{\text{in}}}ight), \quad (3)
$$

where $I_{\text{L(peak)}}$ is the peak inductor current. In general, modern VRs feature an onboard sensing circuit that senses $I_{\text{L(peak)}}$, and a feedback control loop to limit the current.

In this paper, we carefully select the power MOSFETs from the device industry so that each single VR has the pertinent characteristics (efficiency and output current driving capability). Details will be discussed in Section V-A. Then we perform the system level optimizations for the whole VRs in the power distribution network of a multicore platform.

III. DYNAMIC RECONFIGURATION OF THE VR-TO-CORE NETWORK

A state-of-the-art VR powering a set of cores may have low conversion efficiency when there is a mismatch between
the high efficiency region of VRs and the load condition of the cores, as addressed in the previous section. Furthermore, due to the introduction of a large number of VRs for per-core DVFS, significant amount of power will be dissipated by the VRs.

Especially, the VR efficiency under the low load current condition, as shown in Region I of Fig. 3, could not be effectively improved by the approaches of sizing the switches. In addition, the power consumption by the controller in a VR, $P_{controller}$, cannot be scaled with the size of switches. In Region I where the PWM operating mode is inefficient, an alternative operating mode such as pulse frequency modulation (PFM) can be added to compensate the degraded efficiency [8], [12]. Although mitigating the radical efficiency drop in the low current region, the efficiency of the PFM mode is typically lower than that of the PWM mode in the normal current region. The design/control complexity of the VR also increases by supporting switching between these two modes.

Instead of adding more operating modes, we propose a system-level optimization technique to substantially improve the VR efficiency in the per-core DVFS based CMPs. This technique dynamically configures the connection network between VRs and cores according to the load current demand for each core. The basic idea can be motivated and illustrated with a simple example: if both cores in a dual core processor require the same supply voltage level, and they have small load currents (their load currents are not necessarily the same), then their power domains can be consolidated to share a single VR. In this way, the shared VR will have higher load current and thus higher conversion efficiency (because it will subsequently operate in its high conversion efficiency region), whereas the other VR which is not in use can be turned off to save energy. Starting from this intuition, we propose a new technique called VR consolidation (or VRCon for short) in a reconfigurable VR-to-core distribution network (this is in analogy with the well-known technique of core consolidation used to consolidate tasks/jobs into a minimum number of active cores in a CMP).

A. Proposed multicore platform

Fig. 4 provides a conceptual diagram of the proposed multicore platform. The platform has a number of VRs and multiple cores. There are several groups of reconfigurable VR-to-core connection networks supported by network switches implemented with power MOSFET switches. The VR-to-core network can deliver power for each core from any VR in the same group. We will discuss these groups of connection networks in detail in Section III-D. This reconfigurable power distribution network thus enables arbitrary connections between output of any VR and the input power pin of any core in the same group.

The power manager (PM) in a conventional CMP platform controls the processor’s operating condition by using the DVFS technique. Compared to the conventional designs, we add a VRCon manager (called VRCM), which ultimately controls the core’s frequency/voltage level, as well as the operations of VRs and ON/OFF states of the network switches in VRCon. The PM in the proposed platform still keeps monitoring the core status (i.e., performance) reported by the hardware performance monitor (HPM) as a conventional PM does. According to this design, the PM determines a tentative supply voltage and operating frequency of each core, and transmits this information to VRCM as a recommendation. The new supply voltage and frequency levels of each core are finally set by the VRCM, which may actually choose different values than those recommended by the PM. Details will be discussed in the following subsections.

B. Reactive VRCon

The power saving achieved by employing DVFS strongly depends on the frequency of the decision making process, or equivalently, the duration of decision period ($T_{DVFS}$). If $T_{DVFS}$ is small, the output of the VR and PLL will change more frequently, which results in better responsiveness to load changes but also higher energy loss and delay penalty due to overhead of DVFS transitions. $T_{DVFS}$ should thus be considered a design variable to be set by the PM, which needs to be (much)
longer than the voltage scaling time of the VR [24]. On the other hand, by turning on/off the network switches, the time to reconfigure the VR-to-core network \(T_{NS}\) is only limited by the transient response of the VR, which is in general much shorter than the voltage scaling time \(T_{NS} < T_{DVFS}\). Consequently, we treat the DVFS setting and network reconfiguration as the global and local power managements of VRCon, respectively. \(T_{DVFS}\) and \(T_{NS}\) are the required minimum global and local decision epoch lengths, respectively.

For its local power management function, the reactive VRCon applies only to cores operating at the same supply voltage level. As shown in Fig. 5, the blue box shows the cases when the reactive VRCon can be applied. The VRCM in this case performs only the network switch control to minimize the total energy consumption (that is, it will not change the voltage and frequency decisions of the PM). This total energy consumption is the summation of energy losses of the active VRs (including network switches) and the energy consumptions of the cores during the time period \(T_{DVFS}\). We define \(T_i\) as the time period of \(i\)th local management satisfying \(T_i \geq T_{NS}\), for \(\forall i\), and \(\sum_{i=1}^{L} T_i \leq T_{DVFS}\). Now then, the total energy consumption in \(T_{DVFS}\) can be expressed as:

\[
E_{TDVFS} = \sum_{i=1}^{N} E_{core,i} + \sum_{i=1}^{L} \left( \sum_{i=1}^{N} E_{NS,i,T_i} + \sum_{j=1}^{N} E_{VR,j,T_i}\right)
\]

(4)

where minimizing the second term in (4) is the objective of the reactive VRCon. In the equation, \(N\) is the total number of cores. The energy consumption of the \(i\)th core is given by \(E_{core,i} = I_{core,i}(t)V_{core,i}dt\), where \(I_{core,i}(t)\) is the input current of the \(i\)th core, and \(V_{core,i}\) is the input voltage of the \(i\)th core. \(I_{core,i}(t)\) is a function of time, but \(V_{core,i}\) is constant in the period of \(T_{DVFS}\). We define the energy loss of the turned-on network switch connected to the \(i\)th core during time period \(T_i\) as \(E_{NS,i,T_i}\). The energy loss of the \(i\)th VR during time period \(T_i\) is defined as \(E_{VR,i,T_i}\). For the local power management in an arbitrary time period, we use \(E_{NS,i}\) and \(E_{VR,i}\) to represent the general forms of \(E_{NS,i,T_i}\) and \(E_{VR,i,T_i}\), respectively.

If identical power MOSFETs are used for the network switches, the power loss of the power MOSFET \(P_{NS,i}\) may be expressed as [25]:

\[
P_{NS,i}(t) = \frac{I_{on,i} + I_{off,i}}{I_g} V_D Q_S + \frac{1}{2} C_{oss} V_D^2 + I_{core,i} R_{NS,i},
\]

(5)

where the first term is the switching loss during the turn-on and turn-off times; the second term is the switching loss from output capacitance of the power MOSFET; and the third term is the conduction power loss. \(I_{on}, I_{off}\) are the load current at the turn-on and turn-off times, \(I_g\) is the gate drive current; \(V_D\) is bus voltage; \(Q_S\) is the gate charge, which is generally provided in power MOSFET datasheets, and \(C_{oss}\) is the output capacitance of the power MOSFET given by the gate-to-drain capacitance plus the drain-to-source capacitance of the switch. \(R_{NS}\) is the on-state resistance of the power MOSFET. From (5), we can derive \(E_{NS,i}\).

To obtain \(E_{VR,i}\), we could use the VR power loss model in [16], [15], or circuit simulations with the target VR module. Either method requires the load voltage and current values. The output voltage of a turned-on VR is set to be the supply voltage level of any core connected to the VR. On the other hand, the output current of the VR is set to be the sum of the load currents of the connected cores. Note that if the local power management aims to consolidate some cores to one VR, the maximum load current should not be greater than the maximum current rating of the VR. The red box in Fig. 5 shows the cases when the reactive VRCon can not be applied, because of the overrated combined load current.

Owing to the limited number of cores in each group of the connection networks, it becomes manageable to find the cores to be combined to minimize the energy consumption of both VRs and network switches in a group. To achieve this goal, VRCM first sorts the cores in each group that have the same voltage levels and a lower amount of input current than the maximum driving capability of a VR. Then, based on the current levels, VRCM finds the two cores, by merging which the VR energy saving is maximized. After consolidation of those two cores, VRCM keeps repeating this procedure until there is no core available, or the VR energy saving from the consolidation of the remaining cores is less than the power loss of the network switch transition.

### C. Proactive VRCon

For its global power management function, the proactive VRCon exploits DVFS technique to perform frequency (and its corresponding voltage level) scaling taking into account energy consumptions of both cores and VRs, in the decision period, \(T_{DVFS}\). In our proposed method, there exists a trade-off between the energy saving by DVFS (which is initially determined by the PM), and reduced energy loss by adaptively turning off the VRs and using fewer number of VRs at higher conversion efficiencies. If the VRCM finds out that the latter option is more desirable, the VRCM will not decrease the frequency/voltage levels of some cores to the minimum possible level; Instead, it will adjust the frequency/voltage levels of the cores to increase the opportunities for applying the VRCon procedure.

Compared to the reactive VRCon, the objective here is to find the frequency/voltage level of each core during \(T_{DVFS}\) to minimize the total energy consumption, which can be formulated as:

\[
\min \left( \sum_{t=1}^{T} E_{TDVFS}(V_{core,1}, V_{core,2}, \ldots, V_{core,N}) \right),
\]

(6)

where \(E_{TDVFS}\) denotes the total energy consumption during the \(i\)th time period of \(T_{DVFS}\), which is formulated in (4). \(T_{DVFS,T}\) indicates that all the task preparations are finished in this period. Given that \(V_{core,i}\) in the period \(T_{DVFS}\) affects the results of the reactive VRCon, \(E_{core,i}, E_{NS,i}, T_i\) and \(E_{VR,i}\) in \(E_{TDVFS}\), are functions of \(V_{core,i}\).

Because of (i) changing \(V_{core,i}\) in time period \(T_{DVFS}\) affects the VRCon results in period \(T_{DVFS,T}\), and (ii) the locking and synchronization issues of the multi-thread applications in multi-core processors, solving (6) is difficult. Therefore, by exploiting the initial DVFS schedule of the PM, we first divide the overall problem into sub-problems,
Algorithm 1 To find a set of the new voltage levels based on the proactive VRCon, under the homogeneous PDN

Initialization

define $S$: a set of the consolidated cores to a single VR $\triangleright S$ is a subset solution for (7).
define $C = \{(I_1, V_1), (I_2, V_2), \ldots, (I_n, V_n)\}$ $\triangleright M$ is the number of cores in a group of connection network

function $\text{FindMaxSaving}(C)$ $\triangleright$ Find two cores that achieves the maximum power saving by the consolidation.

Find $i$ and $j$ such that $i \neq j$, $i, j \leq K$, $\triangleright K$ is the number of elements in $C$

$V = \max(V_i, V_j)$ $\triangleright$ Max. voltage level is chosen.

$I_i = I_{new}^{i} + I_{out}^{max}$ $\triangleright$ $I_{new}^{i}$ is the new current value of the $i^{th}$ core induced by changing the voltage level of the core. If the voltage has not been changed, $I_{new}^{i} = I_i$.

$max \left( P_{loss}(I_i, V_i) + P_{loss}(I_j, V_j) - P_{loss}(I, V) + I_i V_i + I_j V_j \right)$

$\triangleright$ Calculate the power saving. $P_{loss}$ and $P_{NS}$ are from (1) and (5), respectively.

if $i$ and $j$ exist and the maximum power saving $\geq 0$ then

update $S$, and return $\{(I_i + I_j), c_l, c_l \in C, l \neq i, j\}$ $\triangleright$ Now we treat these two cores as one equivalent core.
else return {} \\

function $\text{VRCon\_pro\_I}(C)$ $\triangleright$ Main function

while $C \neq \{\}$ do

$U = \{e | c \in C, I \in c \leq I_{out}^{max}\}$

Map $u = U$ to $s \in S$ $\triangleright$ match the re-arranged $u$ to $s$

$C = \text{FindMaxSaving}(C)$ $\triangleright$ A new set $C$ is updated.

return $S$


each of which only concerns how to modify the initial DVFS schedule to optimize the energy saving results of the reactive VRCon in a given period, $T_{DVFS}$. In order to guarantee that the performance (i.e., total execution time of applications) is not degraded by the modification of DVFS schedule, we impose the constraint that the VRCM can only keep the same or increase (but not decrease) the frequency/voltage level of each core from the original DVFS level suggested by the PM. Now, we transfer the problem in (6) to a problem to find the energy-efficient network configuration and voltage level of cores that minimize the total power consumption while maintaining the performance of the system. If we define the network configuration so that $S_n$ denotes a set of the consolidated cores to the $n^{th}$ VR, we can formally describe the problem as follows:

Find $N$ sets $S_1, S_2, \ldots, S_N$

to minimize $E_{T_{DVFS}}(V_1, V_2, \ldots, V_N)$

Subject to $V_{S_n} = \max(V_m), \text{ and } I_{S_n} = \sum_{m \in S_n} I_{m, new} \leq I_{out}^{max}$ (7)

where $V_m, 1 \leq m \leq N$, is the voltage level suggested by the PM of the $m^{th}$ core; $V_{S_n}$ is the maximum voltage levels of cores consolidated to the $n^{th}$ VR (those $n^{th}$ set), $I_{m, new}$ is the new current value of the $m^{th}$ core under $V_{S_n}$; $I_{S_n}$ is the summation of $I_m$‘s, $m \in S_n$. If the VRCM finds a solution to the above problem, it will override the DVFS level recommended by the PM with the new voltage level.

From the assumption that tasks during time period $T_{DVFS}$ have already been assigned to the cores according to the PM’s recommendation, we focus only on the DVFS decisions of the VRCM without any task migration. Consequently, (7) can be divided into a set of subproblems, each of which is to find DVFS levels only for the cores belonging to the same group. Furthermore, the number of cores in any group is constrained by the maximum load current $I_{out}^{max}$ that a single VR can drive. Therefore, it is tractable to search all possible DVFS levels of the cores in the same group when only voltage increases are possible. We have implemented a clustering-based heuristic solution as shown in Algorithm 1. We first sift through the cores in a group driving a small amount of current so that they can be combined with others. In order to respond to the dynamically changing current, we determine the amount of current of each core by the average current during the (previous) decision period, $T_{DVFS}$ i.e., in the proactive VRCon, we first determine the voltage levels of the cores and the network configuration. Later, during the current decision period, the reactive VRCon changes the network configuration according to the dynamically changing current of cores in real time.) Next we perform the function, $\text{FindMaxSaving}$, in Algorithm 1 to find the two cores and their voltage level that can achieve the maximum power saving, if they are merged with the same voltage level. We then treat these two cores as one equivalent core. The procedure is repeated until no energy saving can be achieved by VR consolidation, in the function of $\text{VRCon\_pro\_I}$.

Notice that if the VRCM gets involved in the task allocation to the cores, and the target platform has a large number of cores, then solving (7) may require more sophisticated combinatorial optimization approach to find the best core to VR matches. This is, however, outside the scope of the present paper. Instead, interesting readers may refer to [26], [27] that had considered the issues in the hardware-software cosynthesis and codesign.

D. Design considerations

Compared to the conventional per-core DVFS platforms where each core has a single dedicated VR, our proposed network switches will incur additional energy losses. Precisely, the switching energy loss of the $i^{th}$ network switch, $E_{NS,switching,i}$, the first and second term in (5) have a direct effect on the time period of the reactive VRCon, $T_{NS}$. In general, the lower bound of $T_{NS}$ can be determined by:

$max [\delta_i \cdot \text{Delay}_{NS,i}, \text{ for } 1 \leq i \leq N] \leq T_{NS}$, (8)

where $\delta_i$ is the transition factor, and $\text{Delay}_{NS,i}$ is the delay of the network switch that powers the $i^{th}$ core. Interesting readers may refer [28] that describes the detailed way to calculate $\text{Delay}_{NS}$ by using the power MOSFET parameters in datasheet. If the $i^{th}$ core changes its network switch, $\delta_i = 1$, otherwise, $\delta_i = 0$. Then the set of $\delta_i$ is derived from:

$\sum_{i=1}^{N} \delta_i E_{NS,switching,i} \leq \text{Gain}_{VRCon}(T_{NS})$, (9)
where $Gain_{VRCon}(T_{NS})$ is the total energy that can be saved from the reactive VRCon during time period $T_{NS}$.

Regarding to selecting the network switches, the following should be considered. In (5), $E_{NS,\text{switching},i}$ is proportional to the charge of the switches, whereas the conduction energy loss, $E_{NS,\text{conduction},i}$, is affected by $R_{NS}$. Therefore, if the switch transition occurs frequently in a short time, selecting a power MOSFET that offers the smaller charge values may be preferable. In contrast, if $T_{NS}$ is long enough, $E_{NS,\text{conduction},i}$ would become the dominant source of $E_{NS,i}$. Then designers would better focus on choosing the smaller $R_{NS}$. Of course, the area overhead due to the network switches should be carefully determined at the design time.

Selecting the VRs is another important concern in the proposed platform. The VR has limited capability to provide a large amount of load current, as mentioned above in Section II. Typically, the VRs that have the higher load current capabilities are equipped with power MOSFETs that offer the smaller resistance but relatively higher charges. Therefore, these VRs perform their peak conversion efficiencies in the higher load current region than the peak conversion efficiency region of the VRs that have the lower load current capabilities. If the VRs with larger capabilities are selected (i.e., these VRs will achieve peak conversion efficiency in the higher load current region than the normal load current of each core), the potential power saving from VRCon could be much higher than the case when each VR is optimally chosen to power a single core (in this case the VR achieves peak efficiency at the normal operation condition of a single core). Nevertheless, we should also consider the later case that accords with the original setup of the VRs for the per-core DVFS: each VR is dedicated to power a single core with the best VR efficiency. In this paper, for the fair comparison between the results from applying VRCon and not, we use the same platform for both cases that adopts one type of the VRs, each of which is set to achieve the high efficiency in the normal operation region of the core, or each of which has the high load current capability. We calls this setup as a homogeneous PDN. Later in Section IV, we will also discuss a heterogeneous PDN that is composed of two different types of VRs, one for VRCon and the other for the operation of the core.

Meanwhile, the capability of the VR also affects the number of cores in a group. In other words, due to the limited capability of the VR, the number of cores that can be connected to one VR should be limited. Therefore, designing the VR-to-core network to support all the connections between all the VRs and cores is redundant. In addition, the output voltage fluctuation (a.k.a., voltage droop [29]) problem should be taken into consideration. Because a rapid and large change of the load current of a VR can cause a critical output voltage swing of the VR, more than a certain number of cores should not be connected to one VR at once. We thus proposed the network grouping, where only the VRs and cores grouped in the same subnetwork can be connected. This is also described in Fig. 4. Furthermore, owing to the limited numbers of connections between the network switches and cores, this grouping can mitigate the scalability issue that the power/implementation overhead from the network switches becomes more significant as the platform is equipped with more cores.

Finally, we present the design flows in Fig. 6 to select the VRs and determine the number of cores in a group. A designer first selects the VRs after deciding where to put more weight on, between the benefits from the VRs optimized for the normal operation condition of each core, and advantage of the VRCon by using the VRs offering the high capabilities. If the designer chooses the first, then the number of cores in a group may be smaller than that from the case when the designer chose the later. According to the required design specification that allows the power/implementation overhead of the network switches, the designer may need to retrace the flows, in such a way that the designer increases/decreases the number of cores in a group, and even select the VRs again.

IV. HETEROGENEOUS PDN

In the previous section, we have discussed the relationship between the effectiveness of VRCon and the current driving capability of a single VR in the homogeneous PDN. When the VR is selected to achieve its highest efficiency in the normal operation region of each core, the current driving capability of switches in the VR may be relatively small (we call this VR a little VR), and in this case we can achieve limited power saving from VRCon. On the other hand, selecting the VRs with a higher capability (we call this VR a big VR) can increase the power savings from the VRCon, while losing the benefits from selecting little VRs when VRCon is not applied. Therefore, selecting VRs in a target homogenous PDN requires accurate estimation of how often the VRCon will be applied and how much energy saving will result from the VRCon. However, these information may be difficult to obtain at the design stage. Then an inaccurate estimation can lead to mismatched VRs, thereby losing both benefits of little VRs and big VRs.

---

Fig. 6. Design flows to determine the VRs and the number of network switches in the proposed platform. Per-core* in the figure means that a designer puts more weight on the energy saving of the VR by setting it to achieve the best efficiency in the normal operation condition of each core.

---
To overcome the drawback of the homogeneous PDN, we present the heterogeneous PDN comprised of big and little VRs. The heterogeneous PDN represents a desirable tradeoff between two extremes of selecting only big VRs or only little VRs. In this paper, we consider the two (big and little) types of VRs instead of various types of VRs due to the following reasons: i) Using only two types of VRs reduces the control complexity. Applying VRCon to the heterogenous PDN must solve a problem to find optimal connections between cores and the VRs that are not the little VR. If there exist many types of such big VRs, the complexity of the problem may significantly increase, which may result in a heavy computation complexity of the VRCM. ii) Because the number of cores and VRs in a group is limited (due to the power/implementation overhead), the possible range of the load current of all cores in a group is limited. If the current range is not too wide, using two types of VRs may be enough to improve the efficacy of VRCon in the heterogenous PDN.

We first explore a heterogeneous PDN design that has the same number of little VRs as in the homogeneous PDN, but is equipped with extra big VRs in each group. This design enjoys both benefits (of little VRs and big VRs), in that the little VR achieves high efficiency by powering a single or a few number of cores, and the big VR takes responsibility for the consolidation of a large number of cores. However, adding extra big VRs may not yield commensurate benefits that justify the area/implementation overheads. For instance, if there are $M$ cores in a group, adding $R$ extra big VRs in a group requires an additional $M \cdot R$ network switches and additional wire connections to the VR. The overheads will be exacerbated as the number of cores embedded in the platform increases. More precisely, if the big VR consists of the LTC3816 converter (area: $35mm^2$ and cost: $4.8$ [11]) with two Si4442DY power MOSFETs (each, $27mm^2$ and $3.25$ [30]), one 7447709100 inductor ($69mm^2$, $3.1$) and three EEE-1EA100WR capacitors, (each, $12mm^2$, $0.5$), one big VR at least occupies $194mm^2$, and requires $15.9$ – the device prices are taken from [31]. Moreover, if there exists 8 cores in a group, adding one big VR needs 8 more network switches, which may induces $216mm^2$ area overhead and $26$ additional cost.

A. Proposed design of the heterogeneous PDN

Adding extra big VRs to the existing PDN with little VRs can not avoid the scalability issue. Therefore, instead of adding redundant devices, we propose the heterogeneous PDN that replaces $R$ little VRs by the same number of big VRs in each group. Consequently, the total number of VRs assigned to one group is the same with that in the homogeneous PDN design. Fig. 7 illustrates the proposed design of heterogeneous PDN, as a part of the proposed platform in Fig. 4.

In order to determine how many little VRs should be replaced by big VRs, and how to select the powerFETs for the big VRs, we first need to estimate the load conditions of all the cores in a group. Recall that the homogeneous PDN design has a risk that inaccurate estimation of the load conditions may cause mismatch between VRs and actual load conditions, which can cause a significant amount of VR power losses. In contrast, using both big and little VRs simultaneously can mitigate the risk from inaccurate estimation. Hence, we can use the load profiles collected by running various benchmarks on the target platforms to estimate the load conditions.

Let $R$ denote the number of big VRs in a group, and $Cap_{big}$ and $Cap_{little}$ denote the current driving capability of the switches inside the big VR and the little VR, respectively. The objective here is to find such $R$ and $Cap_{big}$ values to maximize the power gain, which is the power saving by applying VRCon subtracted by the power loss from VR mismatches. We present a heuristic solution that starts from replacing one little VR by a big VR in a group. Then we keep increasing $Cap_{big}$ from $Cap_{little}$ and testing the big VR equipped with the corresponding power MOSFETs, until the increased $Cap_{big}$ no longer improves the power gain (cf. the while-loop in the algorithm 2). Next, we increase $R$ to two, followed by increasing $Cap_{big}$ of the two big VRs to search whether this increase results in higher power gain than the value obtained previously with one big VR (cf. the for-loop in the algorithm 2). We repeat these procedures until we can not achieve higher power gain. Algorithm 2 explains the proposed procedure in detail.

Algorithm 2 To determine the number of the big VRs in a group and the power MOSFETs inside the big VRs

```
function Find_R_Wbig (Load condition profile)
for $1 \leq m \leq M$ do
To find i) the number of big VRs.
$Cap = Cap_{little} + \Delta Cap$
while $g < Gain(m,Cap)$ do
ii) the cap. of the big VR
$g = Gain(m,Cap)$. $Cap_{big} = Cap$, and $R = m$
$Cap = +\Delta Cap$ \break
$\Delta Cap$ is the min. cap. increase.
if $Cap = Cap_{little} + \Delta Cap$ then
this is the case that increasing $R$ can not bring the better power saving.
break
return $(R, Cap_{big})$
```

B. VRCon for the heterogeneous PDN

It is an NP-hard problem to apply VRCon to the proposed heterogenous PDN to find the best connections between VRs
and cores to save the maximum amount of energy. To prove
the NP hardness of the problem, we reduce the problem to
only maximize the energy savings from VRCon, but ignore
the energy consumption induced by VR-to-core mismatches.
Then the problem is now transformed to a generalized assignment
problem, which can be formulated as follows:

Given that there are $M$ (heterogeneous) VRs and $M$ cores
in a group, each VR has a limited driving capability of its
total load current, and each core has a required load current
level. Any VR can be assigned to power a subset of cores, as
long as the sum of the load currents of assigned cores does not
exceed the limit. Depending on the VR-to-core assignment, the
profit (i.e., power saving) of each VR varies. The objective is
to find an assignment in which the total profit is maximized.
If this problem is further simplified so that the profit is only
a function of load current, but not affected by the types of
VRs, the problem becomes a sort of multiple knapsack problem
that is a well known NP-complete problem in combinatorial
optimization.

We propose heuristic algorithms to apply the reactive and
proactive VRCons to the heterogeneous PDN. We first attempt
to maximize the utilization of the big VRs in the proposed
algorithms. In general, utilizing bigger VRs can give rise to
turning off more little VRs and mitigating the energy loss in-
curred by the mismatches between big VRs and their assigned
cores. This approach can also significantly reduce the computa-
tional overhead because we do not need to enumerate all the
possible connections between all the cores and VRs. At the
beginning of this step, we set one big VR as the target VR,
and estimate the benefit of each core if the core is connected
to the target VR. We define profit for each core as the power
saving that can be acquired from assigning the core to the big
VR and turning off the little VR. Then the profit of each $i^{th}$
core is calculated as follows:

$$P_{loss, little}(I_i, V_i) - P_{NS,i} - I_i(V_{base} - V_i)$$

(10)

where $I_i$ and $V_i$ are the load current and voltage levels of
the $i^{th}$ core, respectively, $P_{loss, little}$ is the power loss of the
little VR in (1), and $P_{NS,i}$ is the power loss during the net-
work switch transition. Notice that, to calculate $P_{loss, little}$, we
suppose that the core is currently connected to a dedicated
little VR, regardless of what type of VR the core is actually
connected to. This is reasonable because any core should be
connected to a little VR if it is not connected to a big one. On
the other hand, the current connection between the core and
VR is taken into consideration during the calculation of $P_{NS,i}$.
If the core is connected to a big VR, $P_{NS,i}$ is zero, otherwise
the transition incurs power dissipation $P_{NS,i}$. The third term
is the estimate of power loss from the potential voltage level
change. $V_{base}$ is thus equal to $V_i$ when the reactive VRCon is
applied. For the case of the proactive VRCon, we set $V_{base}$ to
the most common level (or the medium level) among all the
voltage levels of the cores.

Then we perform a procedure to select the cores that are
connected to the big VR. More precisely, the problem here
is to find a subset of cores, such that the sum of their prof-
its is maximized and the sum of their current values is less
than or equal to the limit of a big VR. This problem is simi-
lar to the well-known Knapsack problem, so that we can ex-
plot a dynamic programming to solve the problem in pseudo-

After assigning the cores to the target big VR, we repeat
above procedures for the other big VR, until all the big VRs are
investigated or there exists no available core. If there remains
cores that are not connected to the big VRs, we now exploit the
VRCon algorithms that we have presented for the homogenous
PDN in Section III. To assign the rest of the cores to the
little VRs, for example, $VRCon_{pro-L}$ in Algorithm 1 is used
here again. Similarly, the reactive VRCon for the heterogenous
PDN in this step is the same as the reactive VRCon for the
homogeneous PDN that we have discussed in Section III-B.

V. EXPERIMENTAL WORK

A. Experimental setup

1) per-core DVFS, multi-core processor setup: Unlike the
conventional platform, the VRCM in our proposed platform
performs DVFS referred to the PM’s initial recommendation.
We thus treat the PM’s DVFS recommendation as given a
priori in this paper, exploit an offline DVFS approach as an
intermediate step for the overall aim. Similar to [4], we adopt
an ILP based algorithm.

Finding the optimal frequency/voltage level of each core to
minimize the energy consumption under a certain performance
penalty, $\beta$, may be formulated to:

$$\min \left( \sum_{r=1}^{R} \sum_{s=1}^{S} P_{r,s} x_{r,s} \right)$$

s.t. $\sum_{r=1}^{R} \sum_{s=1}^{S} D_{r,s} x_{r,s} \leq \beta$, and $\sum_{r=1}^{R} \sum_{s=1}^{S} x_{r,s} = R$ (11)

Fig. 8. A part of the per-core DVFS results of Barnes and Streamcluster
from the Sniper simulation with 4-core setup.
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TABLE I

<table>
<thead>
<tr>
<th>GHz, V</th>
<th>2.66, 1.2</th>
<th>2.33, 1.05</th>
<th>2.13, 0.95</th>
<th>1.87, 0.83</th>
<th>1.66, 0.75</th>
</tr>
</thead>
</table>

where $R$ is the total number of intervals, and $S$ is the set of the five frequency/voltage levels described in Table I. $P_{r,s}$ is the power consumption when running at $s^{th}$ frequency/voltage level for $r^{th}$ interval. By following the same notation to $P_{r,s}$, $D_{r,s}$ denotes the incurred delay under the frequency/voltage condition. To obtain $P_{r,s}$, $D_{r,s}$, we first performed detailed multi-core simulations for various benchmarks under the five frequency/voltage levels. From the simulation set by the highest frequency/voltage level, the intervals and the default instructions count for each interval were acquired. Based on the default instruction counts, $P_{r,s}$, $D_{r,s}$ were then derived. Finally, IBM CPLEX was used to solve (11). Fig. 8 shows an example of the offline DVFS results from $\beta = 15\%$, for two applications in the 4-core simulator setup.

We performed the multi-core processor simulations in the Sniper simulator. The platform configurations were set based on Intel Xeon Nehalem architecture, the topology is shown in Fig. 9. We modified the codes related to the McPAT module in the Sniper to collect the power and timing data from per-core DVFS. The multi-threaded applications from the PARSEC and SPLASH2 benchmarks were used in the simulation.

![Fig. 9. Topology of 16 cores (four 4-core processors) in Sniper simulation.](image)

![Fig. 10. VR schematic used in the spice simulation.](image)

![Fig. 11. Efficiency and Power loss vs. Load current for LTC3816 with (a) Si4840DY, (b) Si4838DY and (c) Si4442DY.](image)

2) Homogeneous PDN setup: We selected the programmable VR from Linear Technology, LTC3816 [11], which satisfies the Intel VR-design guideline (VRD 11.1 [32]), and can power each core in our processor setup with the five output voltage levels. Next, we selected Si4840DY for the power MOSFETs, which is a N-channel trench power MOSFET from Vishay Siliconix [33]. The on-state resistance and charge and the maximum continuous drain current of Si4840DY are 9m$\Omega$, 19nC and 12.4A, respectively. We then performed LTspice simulation based on the circuit diagram shown in Fig. 10. Fig. 11 (a) shows the resulted VR efficiencies according to the various load current under the five output voltage levels. We set the input voltage level to 12V followed by the VRD 11.1. Given that the load current profiles of a single core gathered from the various benchmark simulations in the Sniper simulator resulted that the typical load current ranged from 4A to 10A, and the maximum current was less than 12.4A, the simulation results show that LTC3816 with Si4840DY is tailored to the dedicated VR for the single core in our multicore setup.

We performed additional homogenous PDN simulations with a different VR setup, in order to investigate the effect from the VR mismatch. As aforementioned, the VR mismatch occurs if we select the power MOSFETs to let the VR have the larger current driving capability, but the induced best efficiency region of the VR may be higher than the load current region from the normal operation of a single core. In reality, when selecting VRs, designers put the high priority
on the capability of the VR so that the VRs can drive the maximum (possible) load current of a target core [11] (i.e., however, the load current from the normal operation of the core can be much less than the maximum load current). Furthermore, reference [15] showed that real (smartphone) devices can be equipped with some VRs that are set to achieve their best efficiencies in the vicinity of the maximum load current value. In light of these, we selected Si4838DY [34], which has the on-state resistance $R_{DS}$ and charge $Q_g$ and the maximum continuous drain current $I_D$, $3m\Omega$, 40mC and 25A, respectively, to be incorporated at LTC3816. The resulted efficiency of LTC3816 with Si4838DY from the LTspice simulations is shown at Fig. 11 (b). This figure shows that the efficiency of LTC3816 with Si4838DY is less than LTC3816 with Si4840DY in the region less than 12A, but can drive the higher load current.

For the network switch, we select SiR800DP that has the lowest resistance ($2.3m\Omega$) among the power MOSFETs from Vishay Siliconix, which is also available in LTspice simulation. SiR800DP has $40n\Omega$ on-state charge and occupies $32mm^2$ area. By taking account of the load current driving capability of the VR and power/area overhead of the network switches, we set the number of VRs and cores in one group of the VR-to-core networks to four.

3) Heterogenous PDN setup: As we discussed in Section IV, in order to mitigate the overheads of the big VRs in the heterogenous PDN, we chose to replace $R$ little VRs by the same number of big VRs. And, we limit one network group to support only connections between four cores and four VRs.

We used LTC3816 as the big VR, which was also used in the previous homogenous PDN, but we changed the power MOSFET inside LTC3816 so that the big VR has a higher current driving capability $Cap_{big}$. To determine such a power MOSFET, we first set the baseline: a homogenous PDN that employs little VRs with Si4840DY power MOSFET ($Cap_{little}$=12.4A). We used a testbench to perform Algorithm 2, which was one of the DVFS results in Section V-A1. Precisely, we set one network group to have four cores, and ran Barnes in two of the cores and FMM in the other two cores. The performance penalty $\beta$ of the testbench was 15%. Next, we investigated the Vishay power MOSFETs, such as Si4114DY, Si7106DN, Si4442DY and Si4838DY, as introduced in Table II. We performed Algorithm 2 to find the power MOSFET equipped in the big VR and the number of big VRs that could achieve the highest Gain. For readers’ better understanding, we define the total VR energy loss $G_{VR}(\%)$ and the total energy saving in the platform $G_{total}(\%)$. Table II shows that replacing a small VR by a big VR that includes Si4442DY as the power MOSFET [30] results in the highest improvement.

Finally, we selected the power MOSFET Si4442 for the big VR in Table II. Si4442DY has on-state resistance $R_{DS}$ and charge $Q_g$ of $5m\Omega$ and $36nC$, respectively, whereas its maximum drain current $I_D$ is $22A$. As aforementioned, due to the smaller resistance but higher on-state charge and $I_D$ of Si4442DY than those of Si4840DY, this big VR is less efficient than the little VR if the current is low, but achieves high efficiency in the high current region. In other word, this big VR can drive the higher load current with high efficiency than the little VR. Fig. 11 (c) shows the efficiency of the big VR, where its driving current capability is $22A$. We determined the number of big VRs to one in one group. Indeed, the improvement by exploiting the big VR in Table II is not so distinguishable. This is because the given load current profiles from the benchmarks were well matched to the homogenous PDN with the little VRs. However, if the cores run into some different load current conditions that were not captured by the used benchmarks, the need to use the big VRs should be enlarged. For instance, one case that the four cores have 1A, 1A, 1A and 12A results that one big VR can power all the cores with high efficiency, but the homogenous PDN has to use two little VRs, and one of them has the load current just 3A that corresponds to very low efficiency (cf. Fig. 11 (a)). We will discuss this later in Section V-B3.

### TABLE II

<table>
<thead>
<tr>
<th>Big VR</th>
<th>$Cap_{big}$</th>
<th>$G_{VR}(%)$</th>
<th>$G_{total}(%)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si4114DY</td>
<td>15.2A</td>
<td>23.90</td>
<td>5.89</td>
</tr>
<tr>
<td>Si7106DN</td>
<td>19.5A</td>
<td>24.05</td>
<td>5.93</td>
</tr>
<tr>
<td>Si4442DY</td>
<td>22A</td>
<td>24.66</td>
<td>6.09</td>
</tr>
<tr>
<td>Si4838DY</td>
<td>25A</td>
<td>16.06</td>
<td>3.96</td>
</tr>
<tr>
<td>Si4114DY</td>
<td>15.2A</td>
<td>24.18</td>
<td>5.96</td>
</tr>
</tbody>
</table>

B. Simulation results

1) Homogeneous PDN composed of the VRs with Si4840DY (simply called well-matched PDN): Following Section III-B and III-C, we performed the reactive and proactive VRCon (cf. Algorithm 1) in the homogeneous PDN. Fig. 12 shows the proactive VRCon result of the per-core DVFS example described in Fig. 8. In the figure, the voltage levels of some of the cores in certain decision epochs are changed from their initial levels for the VR consolidation, or some of the cores are consolidated without voltage level change. Fig. 12 also provides a histogram to show how often the

![Fig. 12. VRCon result from Fig. 8.](image-url)
consolidation occurs. As aforementioned, by defining the total VR energy loss reduction as $G_{VR}$ and the total energy saving in the platform as $G_{total}$, from the baseline VR and platform energy consumption (note that these baselines are resulted from the initial DVFS setup derived from (11)), the result in Fig. 12 achieves $G_{VR} = 15.45\%$, and $G_{total} = 4.02\%$. If only the reactive VRCon were applied, $G_{VR} = 12.44\%$, and $G_{total} = 3.24\%$.

We performed simulations on various applications under the different simulator setups (different number of cores) and different initial DVFS recommendations (derived from three different performance penalties). Table III shows the results. The number in the application name indicates the simulation setups: (I), (II) and (III) are for the 16-core, 8-cores and 4-cores setups, respectively.

While Streamcluster, Barnes and Raytrace resulted more than 25% $G_{VR}$, others except FFT achieves around 20% $G_{VR}$. Especially, Barnes improved 32% VR energy loss reduction which achieved 8% total energy savings. The reason why the gains of FFT were small may be because the load current values of each core from FFT are so high that (i) the sum of the load current values may be over the capability of the single VR or (ii) the efficiency corresponding to each load current value is already high, so the increased efficiency from the consolidation may not be distinguishable. In addition, Swaptions, as an example of memory-bound application, where no performance degradation was observed despite DVFS level drops, its initial DVFS recommendations for the three performance penalties are the same. That is why the VRCon results of Swaption for different $\beta$ values show the same improvements in the table.

2) Homogeneous PDN composed of the VRs with Si4838DY (simply called mismatched PDN): We then performed simulations on the same applications in Table III, but exploiting the mismatched PDN. Table IV shows the improvement results from the case of each application that the DVFS performance penalty, $\beta$, is 15%. We defined loss$_{mis}$ to indicate how much (%) the total energy increased by changing the well-matched PDN to the mismatched PDN. The table shows that loss$_{mis}$ can be up to 11%. Note that the gains here were derived based on the total and VR energies from the mismatched PDN without the reconfigurable setup, not based on the energies from the well-matched PDN setup. Except the gains of Swaption and Ocean that become slightly reduced, the gains of all the applications, including $G_{VR} = 42\%$ from Raytrace, shows the increased results than corresponding results in Table III. This implies that the efficacy of the VRCon may become more powerful, as we discussed in Section III-D.

3) Heterogeneous PDN: We finally performed the heterogeneous PDN simulations, following Section IV-B. We first explored the same applications used in the homogenous PDN simulations. For the fair comparison, the gains here were calculated based on the VR and total energies resulted from the well-matched PDN without the reconfigurable setup. Table V shows the resulted gains, that the results from the applications except Streamcluster, Swaption and Ocean become higher than the results from the simulations with well-matched PDN.

However, the applications in Table V may not encompass all the operating conditions of the cores, which may demonstrate the more superiority of the heterogenous PDN. In other words, as aforementioned in Section V-A3, there can be certain load current conditions of the cores, where the VRCon in the heterogenous PDN can achieve prominent power savings while the VRCon in the homogenous PDN cannot. In order to capture such conditions, we manipulated three scenarios: (i) Scenario 1: one core kept 12A load current condition but the others kept loading 1A, (ii) Scenario 2: From the case of Streamcluster with $\beta = 15\%$, we added 10A to the load current condition of only one core, (iii) Scenario 3: the same setup to the Scenario 2, but we used Radioisity. The simulation

### Table III

<table>
<thead>
<tr>
<th>App. *</th>
<th>VRCon</th>
<th>$\beta = 5%$</th>
<th>$\beta = 10%$</th>
<th>$\beta = 15%$</th>
<th>Swaption (I)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stream-</td>
<td>Re.*</td>
<td>24.68</td>
<td>6.23</td>
<td>19.01</td>
<td>4.88</td>
</tr>
<tr>
<td></td>
<td>Pro.*</td>
<td>28.81</td>
<td>7.28</td>
<td>23.19</td>
<td>3.95</td>
</tr>
<tr>
<td>Clus-</td>
<td>Re.*</td>
<td>23.78</td>
<td>5.80</td>
<td>23.00</td>
<td>5.86</td>
</tr>
<tr>
<td>ter-</td>
<td>Pro.*</td>
<td>32.21</td>
<td>7.86</td>
<td>31.30</td>
<td>7.98</td>
</tr>
<tr>
<td>(I)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Barnes</td>
<td>Re.*</td>
<td>15.43</td>
<td>4.07</td>
<td>16.12</td>
<td>4.31</td>
</tr>
<tr>
<td>(II)</td>
<td>Pro.*</td>
<td>19.11</td>
<td>5.04</td>
<td>19.74</td>
<td>5.28</td>
</tr>
<tr>
<td>Ocean</td>
<td>Re.*</td>
<td>12.84</td>
<td>3.17</td>
<td>15.34</td>
<td>4.04</td>
</tr>
<tr>
<td>(III)</td>
<td>Pro.*</td>
<td>18.99</td>
<td>4.70</td>
<td>21.54</td>
<td>5.68</td>
</tr>
</tbody>
</table>

### Table IV

<table>
<thead>
<tr>
<th>Application</th>
<th>$\text{loss}_{\text{mis}} (%)$</th>
<th>Reactive</th>
<th>Proactive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Streamcluster (I)</td>
<td>15.45</td>
<td>6.23</td>
<td>16.19</td>
</tr>
<tr>
<td>Swaption (I)</td>
<td>9.02</td>
<td>7.25</td>
<td></td>
</tr>
<tr>
<td>Barnes (II)</td>
<td>7.69</td>
<td>9.16</td>
<td></td>
</tr>
<tr>
<td>FFT (II)</td>
<td>7.91</td>
<td>8.45</td>
<td></td>
</tr>
<tr>
<td>Ocean (III)</td>
<td>10.04</td>
<td>12.58</td>
<td></td>
</tr>
<tr>
<td>Raytrace (III)</td>
<td>11.21</td>
<td>10.82</td>
<td></td>
</tr>
<tr>
<td>Cholesky (III)</td>
<td>10.21</td>
<td>8.34</td>
<td></td>
</tr>
<tr>
<td>FMM (III)</td>
<td>6.84</td>
<td>5.42</td>
<td></td>
</tr>
</tbody>
</table>

$\text{loss}_{\text{mis}}$ is the total energy increase (%) compared to the total energy with the well-matched homogenous PDN.
results are shown in Table VI. As seen, the VRCon gains from the heterogenous PDN show much higher than those from the homogenous PDN.

VI. CONCLUSIONS

This paper addressed the problem of power conversion efficiency in the multicore platform, where significant power is dissipated by the multiple VRs, and design limitations associated with the fixed VR-to-core network undermine the opportunity of power savings from the per-core DVFS technique. This paper proposed the VR consolidation methods with the configurable VR-to-core distribution network integrated in the proposed multicore platform design. The reactive VRCon was presented to configure the network to enhance the power conversion efficiency under the pre-determined DVFS levels. The proactive VRCon was proposed to determine new DVFS levels for maximizing system-wide energy saving without performance degradation. We applied the proposed optimization methods to the PDN composed of homogeneous VRs, and demonstrated that the proposed method accomplish upto 32% VR energy loss reduction. Then we explored the limitation of the homogenous PDN, and proposed the heterogenous PDN that can increase the benefits of the optimization methods by incorporating VRs with a larger driving capability of load current. The simulation results based on the realistic experimental setups demonstrated that the proposed methods achieve upto 36% VR energy loss reduction and 9% total energy saving.
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