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improve the energy efficiency and robustness of a
standalone PV power system, consisting of an asfaVv
modules, EES elements, and distributed chargers.
Conventional standalone PV systems generally have
homogeneous EES systems consisting of a single dfpe
batteries. On the other hand, recent work introsluogorid

Abstract

Photovoltaic (PV) power systems have been widely
applied in commercial and domestic facilities. Hlieal
energy storage (EES) systems are mandatory in atarel
PV systems for continuous power supply. In thisgrape

efficiency and robustness enhancement methods Yor P EES (HEES) system [1][2][3] to leverage the efffg. In

systems under partial shading have been investigBiatial - : -
shading due to moving clouds and shadows of nearbythIS paper, we construct a HEES system with highege

C ity EES arrays (supercapacitor arrays) togetlith
obstacles on a PV module array causes signifidéintemcy capac . X
degradation, since shaded and non-shaded PV maduaves the battery arrays and incorporate the HEES into RV

: ; : . . tem. We apply a crossover filter to the irradiatand
large discrepancy in their maximum power points PP SYs .
Use of Individual charger for each PV module matigate temperature profiles of the source PV modules, theceby

the negative effect from partial shading. Howevihis allow the battery_ arrays to stea_dily receiy e endrgn the
method alone may still face severe energy effigienc PV madules, while leave the spiky parts in the poswpply

degradation caused by i) the energy loss due tasitir to be dealt with by the_ s_upe_rcapacnor arrays.

effects in the EES elements under variable incorpiower A PV module exhibits highly non-linear current-age
from the PV modules and i) the energy loss in ezdrger (I-Vv) .characterlstlcs and mandates maximum powentpo
incurred by potentially high imbalance betweeririgut and ~ tracking (MPPT) to pull out the maximum power frafe
output voltages. This paper proposes three mettiods Module. Tracking the maximum power point (MPP) ban
enhance the PV system efficiency and robustnes®rund |mpleme”nted In many ways such as the “perturb and
partial shading: i) incorporation of a HEES (hybelectrical ~ ©PServe” [4] and an incremental conductance appréal
energy storage) system into the PV system, ii)resica of Recently, it turns out thlat the traditional MPPpeagach no
the MPTT (maximum power transfer tracking) approach ONger guarantees maximum energy transferred EES
and iii) dynamic PV module reconfiguration. The elar ~ €/€ments due to significant power loss in the obrrgThe
proposed methods can be effectively combined tegeth Maximum power transfer tracking (MPTT) method takes
yielding a significant efficiency gain ranging frob.1% to into account efficiency variation of the charged achieves

53.3% compared with the baseline systems. the optimal energy efficiency on the simple systefna
single PV module charging a single supercapacijr [

K eywords However, researches are yet to be done for integrahe
Photovoltaic system, partial shading, hybrid eleatr MPTT idea into more general PV systems consistiig o

energy storage system, dynamic reconfiguration multiple PV modules, multiple (perhaps hybrid) E&®ays,

1. Introduction and a more complicated charge transfer intercor(@i).

Photovoltaic (PV) energy generation techniques have EXCept for some desert aregsmrtial shading, which
been investigated intensively in the past seveemades, tYPically occurs due to moving clouds and shadows o
due to the continuously growing demand for renemabl N€&rby obstacles, may make each PV module in the PV
environmental-friendly and cost-efficient energyusms. modl_JIe array have different solar |rrad|at|on siytn Partial
Thanks to the availability and abundance of tharsehergy, ~ Shading not only reduces the maximum output povene
various scales of PV power systems have been widelyShaded PV module, but may also deviate other nadesh
applied in commercial and domestic facilities. Hoeg the TV modules (connected in series with the shadedl foom
solar energy is changing frequently according ®ttme of ~ their MPPs, and thus the maximum output power of a
day and the surrounding weather/environment camifi ~ Partially shaded PV array may be much less tharsuie of
and therefore, standalone PV power systems typicall Maximum output power values of all the PV modufeshie
require integrated electrical energy storage (E&gtem. array. In addition, partial shading may result inltiple

The primary goal of this paper is to investigatevhto power peaks in the power-voltage characterlstlmmarray
of PV modules, and thus the MPPT (or MPTT) techeiju
*This research is sponsored in part by a grant fitke Nationa must be improved to track a global optimal powempo
Science Foundation, and by the Brain Korea 21 Proj,C Desigl instead of a local optimal power point [7][8], whicould
Education Center (IDEC), and Mahreer Researcher Program thrc increase the Complexity of the PV system Thdividual

NRF grant funded by the MEST (No. 200@017680). The ICT at Sec ) . .
National University provides research facilities fiois study. charger interface topology, i.e., each PV module connecting




with an individual charger, has been proposed éwemt the
shaded PV modules from severely degrading
performances of the non-shaded PV modules [9]. Wewe
this individual charger interface method may sfiéice
severe efficiency degradation due to i) significamergy
loss in the EES elements under variable incomingepo
from the PV modules and ii) potentially high enefgygs in
the chargers since partial shading may cause higalance
between the input and output voltages of each enarg

In this paper, we call a PV systerobust to partial
shading if the energy efficiency is consistently high unde
various spatiotemporal-variant shading patterns rgrihe
PV modules. We consider two major energy conversion
efficiency degradation factors: i) the energy lahse to
parasitic effects in the EES elements and ii) thmn-n
negligible energy loss in the chargers, which fsrection of
their input and output voltages and currents. Entrgs due
to i) is more significant when the incoming powesrm the
PV modules is higher, while the EES elements haveet
power capacity. Energy loss due to ii) becomes more
distinctive if solar irradiance strength and stafecharges
(SoC’s) of EES elements result in greater imbalance
between the input and output voltages of each eharg
Therefore, we propose the following three methcaised on
the individual charger interface topology for higlemergy
efficiency and robustness under partial shading: i)
incorporation of HEES into a standalone PV systemd a
developing a near-optimal HEES control algorithri), i
extension of the MPTT approach, and iii) a novehaiyic
balanced PV module reconfiguration method to enbdhe
charger efficiencies. The three methods can bectefédy
combined together, thereby yielding an energy iefficy
improvement ranging from 17.1% to 53.3%, comparétd w
the baseline systems using traditional MPPT confieéd
PV module configurations, and homogeneous EES yste

the

2. Component Models

2.1. PV Modd and Char acterization
Ry

c

I,

v,

L I d llsh

Ry

S,

le— 3

Figure 1: Equivalent circuit model of a PV cell

As mentioned before, the energy source of the me@po
system is a PV array, consisting of multiple PV wiled.
Each PV module again consists of a number of P5,cel
connected with each other in a balanced seriesparuallel
configuration. Consider a PV module consistingmok n
PV cells, wheren is the number of PV cells connected in
series ana is the number of PV cells connected in parallel.
If we usel,, andl,, to denote the output voltage and
current of the PV module, respectively, and Ysg and
L, to denote the output voltage and current of alsiRy
cell inside that module, respectively, we shalldav

Vo

@)

v =M Voo, Ipp =N Ipyc.

A typical equivalent circuit model of a PV cellsgown
in Figure 1, with I-V characteristics given by:

Ipve =1L —Iag—Isp =

I (G) -1y (T) (e(VPV,C"'Ipv,c'Rs)'# _ 1) _ (2)

va,c + Ipv,c ) Rs

p
wherel, (G) andl,(T) are given by:

G
1.(G) =E'1L(Gsrc), 3

1o(T) = Io(Tsrc) (&) - )

We denote the parameters in (2)~(4) such thas the
irradiance levelT is the cell temperature;is the charge of
the electron;E, is the energy bandgap andis the
Boltzmann's constant. STC stands for standard
condition in which irradiance level is 1000/m? and the
cell temperature is 25 °C. Besides, there are #itik
unknown parameters, commonly not provided by
manufacturers, yet to be determined, as listedaelo
+ I, (Gsr¢): photo-generated current at STC.
« Iy(Tsrc): dark saturation current at STC.
+ R;: PV cell series resistance.
+ R,: PV cell parallel (shunt) resistance.
+ A: diode ideality factor.

We adopt the method proposed in [10] which could
effectively extract the above-mentioned five unknow
parameters from the measured PV cell I-V curve.
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2.2. Charger
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Figure 2: Buck-boost converter architecture

A charger is a PWM (pulse width modulation) buck-
boost switching converter which regulates its otitpurent
into a desired value, with model shown in FigureTBe
input voltage, input current, output voltage andtpoti
current of the charger are denotedhy I;,, Vour, andl,,:,
respectively. We usB,,,,, to denote the power loss of the
charger, which consists of the conduction loss sthiéching
loss and the controller loss [3], and we have:

Vin * lin = Peonv + Vout * lout- (5)

Based on the relationship betweBn andV,,., the
charger has two operating modes: the buck modlg, it
V,.: and the boost mode otherwise. When the charger is
the buck mode, its power l08s,,,,, is given by
= Igutz' (R + D - Rsy1 + (1 — D) - Rywo + Rswa)
+ 2 (R, + D Ryyy + (1= D) - Ry + Roys + Re) (6)
+ Vin fs : (stl + QSWZ) + Vin * Leontrotter »
whereD =V,,./Vi, is the PWM duty ratio andl =V, -
(1 =D)/(L¢ - f;) is the maximum current ripple; is the
switching frequencyl ontrouer 1S the current flowing into
micro-controller;R; andR. are internal series resistances of
the inductorL and the capacitaf, respectivelyRy,; and
Q,yi are the turn-on resistance and gate charge oi-tihe
MOSFET switch shown in Figure 2, respectively.

sw3

Pconv



The charger power l09%,,,, in the boost mode is:

( lout )2

1-D

(R, + D - Roys + (1= D) - Roya + Rows + D(1 = D) Ry)
Al

+ (12) (RL + D Rsyz + (1 - D)st4 + Rgy1 + (1 — D)RC)

+Vout fs : (st3 + st4) + Vin - Leontrotier »
whereD =1 =V, /Vyyr @andAl = Vi, - D/(Lg - f5).

2.3. EESElement Array

Without loss of generality, this paper addressesRN
system optimization with two kinds of representatiZES
elements, Li-ion battery and supercapacitor, tavdelthe
main concepts. We usgs,, (t) andV%,, (t) to denote the
open circuit terminal voltage (OCV) and closed witc
terminal voltage (CCV) of an EES array at time
respectively, and usd,.,.,(t) to denote the array
charging/discharging current. Thg%,, (t) and V55, (t)
values are typically not equal to each other duth¢oeffect
of internal resistances and capacitances in an &ESy.
Moreover, we us&s,.(t) as the voltaic representation of
the EES array SoC at time defined as the ratio of the
charge stored in an EES array to the total chargenvthe
array is fully charged. In general, the OCV valff,, (t)
is a monotonically increasing function of the SaG. (t).

We use an electronic circuit model in [11] for thieon
battery model. In this model, the relation betwedbe

battery array OCW,%,, (t) and CCVV,5%,, (t) is given by:
®)

Vagg‘ay (t) = Va?‘?ay(t) + th (t) + Vts (t) + Iarray(t) ! RS ’
whereV,;(t) andV,(t) are the voltage drops across the
array internal capacitances, aRdis the array internal series
resistance. Moreover, the OCV-SoC relationship #or
battery array is given by the following non-lindanction:

Viay(£) = by - €P2750c®) 4 by Vo (6) + by - Vi () + )

bs - Vsoc(t) + be ,
where thosé; are empirically determined parameters [12].

On the other hand, the internal series resistarfce o
supercapacitor is negligible, i.&55%,,(t) = V754, (1), and
the OCVV,25,, (t) is a linear function of the SolG, (t).

The rate capacity effect of Li-ion batteries spesifthat
the charging and discharging efficiencies of adrgtarray
decrease with the increasing of charging and digiig
currents, respectively. We focus on the chargifigiehcy
degradation scheme of battery arrays, since thendésn
EES arrays are being charged by multiple PV modulése
target system. More precisely, the Peukert's Lawg] [1
describes that the charging efficiency of a battergy, as a
function of the charging curref,,,, (t), is given by

Nrate (Iarray(t)) = kc/(larray (t)) (10)
wherek, anda, are constants knowa priori. The rate
capacity effect of a supercapacitor array is négkg i.e.,
both charging and discharging efficiencies are Etguane.

3. PV Power System

3.1. PV Power System Architecture
Figure 3 shows the architecture of the PV systeti wi
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Figure 4 shows the architecture of the proposedsystem

with HEES element arrays for energy storage, nadtedS
Based System. Both systems consist of a power source, an
energy storage (sub-) system, a single-wire CTId an
chargers. The power source of both Homogeneous EES-
Based System and the proposed HEES-Based System
consists of a set @f PV modules from a single large PV
array. Certain control mechanisms, e.g., MPPT, MPTT
and/or module reconfiguration, can be integrated #mach

PV module for efficiency enhancement. The PV maslule
are connected to the CTI via distributed (indiviflua
chargers. This “individual charger interface” stiwe can
mitigate the negative effect on the output powertlod
whole PV array due to partial shading. On the Friggnid

side of the CTI, the energy storage system in H@nmegus
EES-Based System is comprised of (multiple) homegas
EES arrays connected vigharging control chargers and
discharging control chargers to the CTI. In contrast, the
energy storage system in the HEES-Based Systenistons
of multiple heterogeneous EES arrays with compldargn
characteristics connected via charging control géwar and
discharging control chargers to the CTI. Each EESyais
composed of multiple homogeneous EES elements as a
typical single EES element has a small energy égpate

aim to convey the idea of introducing a HEES sysfem
efficiency enhancement, by using a two-array aechitre,

i.e., one battery array and one supercapacitoy.afizus the
Homogeneous EES-Based System only contains a single
battery array (which is the same as the battergyairr the
HEES-Based System) for fair comparison.
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Figure 3. Architecture of the homogeneous EES-based PV
system Homogeneous EES-Based System)
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At time instance, we usé/,, ;(t) andl,,;(t) to denote
the output voltage and current of thil (1 < i < M) source
PV module, respectively. Obviously, the relatiopshi
betweenV,, ;(t) andl,,;(t) values, as given in (1)~(4),
depends on the irradiance levgl(t) and the module
temperaturd;(t) on thei-th PV module at time, as well as
the configuration (the number of series and pdralle
connections of PV cells) of theth PV module. Note that
Vo, (t) and L, ;(t) also serve as the input voltage and
current of the charger connecting thén PV module to the
CTI, respectively. On the other hand, the outputage and
current of that charger are denoted Wy, (t) (the CTI
voltage) andcr,y,i(t), respectively, and its power loss is
denoted by, py,i (t). TheP ony 1y (t) Value is a function
of theV,,;(t), Iy (t), Vers(t) and ey, (t) values, as
shown in Section 2.2, and we have:

va,i(t) : Ipv,i @® = Pconv,pv,i(t) + Veri () - ICTI,pv,i(t)'
by the energy conservation law.

For the battery array in the Homogeneous EES-Base
System or the HEES-Based System, welifsg,, (t) and
Visay,p (t) to denote the OCV and CCV of the battery array
at timet, respectively, and their relationship is given in
Section 2.3. The current between the battery aaray its
corresponding chargers is denotedlfjy,, 5 (t), while the
current between CTI and the corresponding charfgerthe
battery array is denoted Wy, z(t). In the HEES-Based
System, we make the battery array steadily androomisly

(11)

3.2. Problem Statement
Let the system (Homogeneous EES-Based System or

HEES-Based System) operation start at tiipeThe initial
SoC of the battery array, denotedWy: 5 (t)|.-r,, iS given,
and thus its initial OCVV,JS,y 5(0)|¢=r,, can be derived
using (9). On the other hand, the initial SoC (atsd OCV)

of the supercapacitor array in the HEES-Based Bysse
zero (fully discharged), i.e.,Vsocc(t)l¢=r, =0 and
V;’fmylc(t)hﬂ0 = 0, for more realistic operating scenarios.
In fact, supercapacitors are not suitable for lterga energy
storage due to its high self-discharge rate. Th&arso
irradiation is available during the time peri¢#,, T,].
Moreover, there exists a system operation deadimeT,
(T4 = T,), by which time system operations must finish.

The PV systems in this paper riman online manner,

i.e., the system controller is not aware of thedration
levels and temperatures among PV modules in thedut
More specifically, at any time instance [T,, T,;] during
ystem operation, the irradiance legglt) and the module
emperaturd;(t) of thei-th (1 <i< M) PV module are
available (note that;(t) =0 whent € |[T,, T;]), and
therefore the PV module output voltagg ;(t) and output
current I, ;(t) satisfy (1)~(4) (in whichG « G;(t) and
T « T;(t)). They also depend on the configuration, i.e.,
numbers of series and parallel connections of Plg,cef
the i-th PV module. Moreover, at that tinae the battery
array and supercapacitor array (in the HEES-Bagste®)
SoC values can be calculated via:

receive energy from the PV modules. Therefore the vy, . (&) =V, 5(Ty)

discharging control charger of the battery arrayalisays ¢ (14)
turned off, and we havk,,q, 5(t) = 0 andlgr; z(t) = 0. + Qo fT larray,s(*) * Nrate (Ia‘rray,B(T)) dr,
Obviously these two inequalities also hold for the ' ° ¢

Homogeneous EES-Based System where there is ogly onVsoc,c(t) = Vsoc,c(To) +mL1array,C(T)dT' (15)

battery array for energy storage. Moreover, the groless
value of the corresponding charging control chafgerthe
battery array is denoted #,,, 5 (t), which is a function of
theVer(t), Ieris(t), Virray,s (8), @ndlarray,s(t) values, as
shown in Section 2.2. We have:
Vert @®- ICTI,B(t) = Pconv,B(t) + Vacrcray,B @®)- Iarray,B ®, (12)
by the energy conservation law. Similar notatioas also
be applied to the supercapacitor array in the HB&Sed
System, as illustrated in Figure 4. However, foe th
supercapacitor array, the currefifs.q, ¢(t) andlcrc(t)
can be positive (if power flows from CTI into the
supercapacitor array), negative (if power flowsnfrahe
supercapacitor array into the CTI), or zero. Theiade
Ponvc(t) actually denotes the power loss of either the
charging control charger or the discharging conttawrger
of the supercapacitor array. Those two chargersiatabe
turned on at the same time since an EES array tdmno
simultaneously charged and discharged.

Finally, the current values flowing into and out tbie
CTI satisfy the Kirchhoff's law, i.e.,

M
Z Leripw,i (@) = Ierip(t) + Ioric (), (13)
i=1

where in I-Tomogeneous EES-Based Systgm:(t) = 0.

where Qg f,;; and Q¢ s denote the full charge of the
battery array and the supercapacitor array, reisjedet The
OCV values of the battery array and the superctqaairay
can be calculated based on the SoC values via@éa&C
relation for battery (9) and for supercapacitornghr
function.) In order for efficiency optimization, éhsystem
controller controls the PV module operation poiiits, ;(t),
Lyyi(t)) for 1 <i<M (through controlling the currents
Ieripy,i(t) for1 < i < M), the CTI voltag&/cr,(t), as well
as the battery and supercapacitor array curréps,, 5(t)
andlg,rqy,c(t), respectively, at time, based on the above-
mentioned environmental parameters and EES elements
state parameters (SoC, OCV, etc.).

The objective of both the Homogeneous EES-Based
System and the HEES-Based System is to store the
maximum amount of energy inside the battery arréhiw
deadline timd;, i.e., we maximize

Ta
f Vaq‘g”ay,B (t) ' Iarray,B (t) *Nrate,B (Iarray,B (t)) dt.
To

This objective is equivalent to the maximization thie
energy conversion efficiency within the deadlinediT,;.
The energy conversion efficiency is defined asrtite of
the total energy stored into the battery array rduriime
period[T,, T,] to the maximum available energy generated

(16)



by all the source PV modules during time pefig T,], claim only holds for the Homogeneous EES-Basedefyst
when each PV module works at its own MPP at angtim architecture.) Besides, maximizing the received ¢row
t € [Ty, T,]. The battery array has relatively large energy P75, s (Ver; (t)) is equivalent to maximizing the battery
capacity and low self-discharge rate, and is tloeeefnore array charging curretf,q, 5(¢t), and we shall use the two
suitable for long-term energy storage. objectives interchangeably. Finding the optin¥al,(t)

4. Proposed Efficiency Enhancing M ethods va!ue can be z_:lccelerat_ed by the terr_lary searclritiligo
We first specify the baseline system, as all thgppsed ~ USIng the quasi-concavity of the functibffray s (Ver: (£))-
efficiency enhancement methods can be viewed asThe ternary search converges in logarithmic timeh wi
improvements on the baseline system. The baseyistera  respect to thé/.r,(t) precision. The detailed algorithm,

uses the Homogeneous EES-Based System architecturé@lamed basic CTI voltage selection (B-VCTI) alganthfor
with a fixed (and predefined) CTI voltage, MPPT trohof outputting the set of system control variable¥(t) =
each PV module, and no PV module reconfiguration. (va,z(t), Ipv,i(t)) for1<i<M, Ve(t), Iarray,B(t)}
Obviously, the baseline system should have the dowe at timet € [T,, T,], is given in Algorithm 1

energy conversion efficiency and the worst robusgnender o fal 159 g '
various input irradiance and temperature profiles Algorithm 1: The B-VCTI Algorithm

revealed in experimental results. Input: irradiation G;(t), temperatureT;(t), configuration(m;, n;) for

1<i<M, SoC valu&/syc g (t), Ve, (£) range[VE, VE*], thresholdy,
predefined valu® < a < 0.5.

(Vi (£), Iy, () < find_MPP(G;(t), T;(t), my, ny) for 1 <i < M;
Repeat
Vie(1—a) VB +a VBV, « (1—a) VE* + a- VB
For each Vi, (t) € {Vy, V,}:
Calculately,,qy,5(t) andPiecy, 5 (Ver, (1)) values using (11)-(13);
It Peray s (V1) > Pafray s (Vo) VET™ « Vy)

—~

HEES-Based

N \S)n\rem i
. yymin .
e Homogeneous ™ Vol Else: Vert < Vi
Adaptive Very EES-Based . i
- System & Until V> = VET <V,

— Return V() = {(Vpui(6), i (8)) for 1 < i < M, Very(®), lapraya (D)}
omogeocas EES st Them; andn; values used in Algorithm 1 denote the
Figure5: The proposed enhancement methods numbers of PV cells connec_ted in series and inllghia
Figure 5 shows the evolution of the baseline P\fesys the i-th PV module, respectwely. These values are fixed
equipped with different (combination of) efficiency since we do not_alloyv dynamic PV module reconfitjora
enhancement methods, in which arrows denote€re. The functionfind MPP(G(t), T;(t), m;, n;) used
improvements and nodes denote corresponding systemdn Algorithm 1 finds the MPP operation point of thth PV
Although not discussed before, the most basic iefficy module given the solar |rrad.|an®_(t), the temperature
enhancement method is namadaptive CTI voltage. We ~ Ti(t), and the PV module configurati¢m;, n;).
discuss the adaptive CTI voltage enhancement on the As illustrated in Figure 5, we propose further eyer
baseline system in the following. The PV operatimints  efficiency enhancement methods, including MPTT aiyit
(Vpoi (8, Lyi(£)) for1 < i < M at each time are known PV module _reconflguratlon, and HEES, all based lo& t
since the PV modules with fixed configurations wark above-described adaptive CTI voltage enhancemetitanie

; These three enhancement methods can be effectivel
their MPPs. Therefore for each CTI voltage vatyg (t), X ) S y
we calculate the CTI input currenlg, . (t) for 1 < i < combined with each other, thereby yielding a.tolfatkeven
M from (11). Furthermore, since the target systeasdébne types_of enhanced PV systems over the baselinersystth
system with adaptive CTI voltage) uses the Homogese adaptive CTI voltage method. The HEES-Based System

EES-Based System architecture which only contaditety ﬁ:gh";eééusr? ;22;’;2(:'” gllq?]l;rre‘,'cgrlnsetnflemaertchr:)l:jecnupport of
array for energy storage, the battery array chargimrent y '

Iarray,(t) can be calculated using (12) and (13) in which 4.1. MPTT Extension

Iy c(t) = 0. Therefore, the received power by the battery \r/]Ve extlen(Ii the MP"(']IT Imethod, originally prﬁposedah [

i recy — yoc . . in the multiple-PV-module system setting. The mation
array, defined aspc.lrmy'B © _Varmy'B () “farray.s () of MPTT is Ft)hat for each PVymoduIe, thegtraditioMEFPPT
Nrate,B (Iarray,B(t))v is a function of theVcr,(t) value,  ghnroach, ie., the PV module works at its MPP) wt
denoted by P70, s(Ver (£)) . Based on the above guarantee maximum energy transferred into the EES
calculation, the adaptive CTI voltage method fitigks most elements. The MPTT idea can be effectively intexgtatith
suitable CTI voltage/.r,(t) value at any time instance the above-mentioned adaptive CTI voltage method.afRy
t € [Ty, T,] during system operation, such that the receivedgiven CTI voltage/;r,(t) at timet, we can apply the MPTT
power by the battery at that timePz77%, s (Ver; (t)), can be  idea to find the optimal operation poiii,,,;(t), Ly, (t))
maximized. The system stops operation when[T,, T,], (which may not be the MPP) of eatlth (1 <i < M) PV
because there is no energy input from PV moduleis (t module so that its corresponding CTI input current




Icri pv,i (t) can be maximized. The optimély, (t) value can

be obtained using the ternary search method. Finttie
optimal PV operation pointV,,;(t), I,,;(t)) of eachi-th
(1<i<M)PV module to optimize th&r,,,;(t) value

for given V.r;(t) becomes a necessary condition of the
overall efficiency maximization problem, i.e., maszing
the Prrey s (Ver () value at time. This is similar to the
subproblem structure in a dynamic programming @bl
The M MPTT subproblems, one for each PV module, are
independent with each other, and thus can be ingiésd
via distributed PV module controllers. The detailed
algorithm combining the adaptive,;(t) method with the
MPTT idea for overall efficiency maximization atobatime

t, named the MPTT-based CTI voltage selection (M-YJCT
algorithm, is given in Algorithm 2.

Algorithm 2: The M-VCTI Algorithm

Input: irradiation G;(t), temperatureT;(t), configuration(mi, n;) for
1<i<M, SoC valudi,cz(t), Vor (t) range[ V"™, VEEE], threshold/,
predefined valu® < a < 0.5.
Repeat
Vie(1—a) VB +a-VEF V, « (1—a) - VB + - VR
For each Vi, (t) € {V,, V,}:
Fori=1toM:
For each valid V,,,; (t) value
Ly i (t) « find_PV_current(Vy,,(t), G;(t), T;(t), m;, ;)
Calculate thé ¢y, (t) value using (11);
Find the optimal (V,,;(t), L, (t)) pair that maximizes
Ieripw,i (£), and se(V,,,;(t), I, (t)) to that optimal pair;
(Vers (1)) values using (11)-(13);

(—VZ;

Calculatelyrqy,5 () andPZEg, 5
I Periays (V1) > Porray s (Vo) V™
Else: VE® « Vy;

Until VIex — ymin <,
Return CV(®) = {(Vpw(0), i (0) for 1 < i < M, Veri(0), Larvay (8}

4.2. Dynamic PV Module Reconfiguration

We propose a novel dynamic balanced PV module re-

configuration method to find the “best match” betwehe
input and output voltages of each charger in thesi?tem.
This further mitigates the negative effect of thearger
input and output voltage level imbalance. We fidsfine a
balanced configuration of a PV module consistingNof
identical PV cells to be the arrangement of cellsvhich

there arem sub-modules connecting in series. Each sub-

module consists of a set afcells connected in parallel.
Obviously we hav&V = m x n. TheN-cell PV module can
be organized into various balanced configurationd tne
number of possible configurations is equal to thenber of
bi-factor decompositions df. We usgm, n) to denote a
configuration withm cells in series and cells in parallel.

The proposed balanced PV module reconfiguration
method requires a reconfigurable PV module strectas
shown in Figure 6. The proposed reconfigurable Rddute
is composed ol PV cells, and each cell has three switches:
one series switch (S-switch) and two parallel swatc (P-
switches) except for the last cell. The P-switcheanect
cells in parallel into sub-modules, whereas thewvfebes
connect the sub-modules in series. Tte cell is associated

with its S-switch, denoted bf;. The two P-switches are
denoted bySpr; andSpp ;. If Sg; is openSpr,; andSyp; are
closed. Figure 7 shows the balanced reconfiguratiba
four-cell reconfigurable PV modul&/(= 4).

Switch-Set

%P-switch
= Ssi

F

/
S-switch open
P-switches closed

S-switch closed P-switch

P-switches open
Figure 6: Reconfigurable architecture dfcell PV module
N=4, N=4X1

N=d4, N=2X2

RO

N=4, N=1X4

R

Figure 7: Reconfiguration of a four-cell PV module

The way that dynamic PV module reconfiguration ban
integrated with adaptivié;(t) method is similar as the M-
VCTI algorithm shown in Algorithm 2, that is, fonngiven
Ver(t) value at timet, we search all possible balanced
configurations of eacli-th (1 <i < M) PV module (each
PV module works at its MPP) and find its best-glite
configuration such that the corresponding CTI inputrent
Ierip,i(t) can be maximized. Then the optimé, (t)
value can be obtained using the ternary searchaudetfhe
detailed algorithm for maximizing overall energyi@ency
at timet, named the reconfiguration-based CTI voltage
selection (R-VCTI) algorithm, is similar to Algohitn 2 and
therefore not presented in this paper due to slradation.

Integrating both the dynamic PV module reconfigiorat
and MPTT methods with the adaptiVg- (t) method will
yield further enhancement. At each time the system
controller will find both the best-suited balanced
configuration (m;(t), n;(t)) and the optimal operating
point  (Vpy;(t), Ipy;(t)) (based on the best-suited
configuration, may not be MPP) of eachh source PV
module, as well as the optimal CTI voltage vatyg (t).
To avoid the time complexity arisen from determgnitine
best-suited configuration and the optimal operapomt at
the same time for each PV module, we provide a-near
optimal solution of first finding the near-optimbhlanced
configuration of each PV module by assuming thatdtks
at the MPP, and then find the optimal MPTT operapnint
of that PV module with the above-determined nedirugl
configuration, for each give¥.;(t) value. Obviously, the
optimal V.r;(t) value can be determined using ternary
search, similar as before. The detailed algoritbmofverall
efficiency maximization at time, named the MPTT and



reconfiguration-based CTI voltage selection (MR-VCT
algorithm, is given in Algorithm 3.

Algorithm 3: The MR-VCTI Algorithm

Input: irradiationG; (t), temperaturd;(t), number of cellgV; for1 <i <
M, the SoC valu&s,c 5 (t), Ver, (t) range[VZR, vex], thresholdy, and

predefined valu® < a < 0.5.

Repeat
VieQ—a) VB +a- VBV, « (1 —a) VB + - VIR,
For each Vir, (t) € {Vy, V,}:

Fori=1toM:

For each configuration(m;(t), n;(t)) of PV moduld:
Vi (), Ly i (8)) < find_MPP(G;(t), T;(t), m;(t),n;(t))
Calculate thdcr; ,,,;(t) value using (11);

Find the optimal (m;(t), n;(t)) pair that maximizes

Ieripv,i (), @and setm;(t), n;(¢)) to that optimal pair;

For each valid V,,;(t) value

Ly (t) «

find_PV_current(Vy,,;(t), G;(t), T; (t), m; (), n;(t));

Calculate thdcr, ,,,;(t) value using (11);

Find the optimal (V,,;(t), I,,:(t)) pair that maximizes

Lot ppi (), and setV,,; (t), I,,,;(t)) to that optimal pair;

Calculatel,rqy,5 (t) andPrecs, 5 (Ver, (1)) values using (11)-(13);

It Parrays (Vi) > Pofrays(V2): Vert™ < Vs,

Else: VE® « Vy;

Until VZ&* — y2in <V,

Return CV () = {(Vpu (6, i (8)) for 1 < i <M, Very(6), Turrays(®)}:

4.3. HEES System Control Algorithm

We focus on the near-optimal HEES control algorithm
development in this section. The algorithm detessihow
to control the battery and supercapacitor arrayecus,
Iorrays(t) and gy c(t) , respectively, at each time
t € [T,, Ty], so that (16) can be maximized. We introduce a
HEES enhancement method from the baseline system wi
an adaptive CTI voltage (shown in Figure 5). Wasiltate
the HEES method based on MPPT control and fixed PV
module configurations. The MPTT and dynamic PV niedu
reconfiguration methods can also be effectivelygnated
with the “HEES” method and yield a higher efficigrgain.

The underlying idea of the proposed HEES control
algorithm is to apply a crossover filter to theasatradiation
and temperature profiles on the PV modules. Thisval the
battery array to receive the PV modules energyddieand
continuously, and make the high-frequency companént
the power source profile handled by the superctmaci
array. The proposed HEES control algorithm considts
three steps: 1) initial charging of the supercapadcirray, 2)
charging the battery array using the supercapaait@y as
buffer, and 3) migrating charge from the supercapac
array to the battery array.

1) SepOne:

Since the initial SoC of the supercapacitor arsayero,

supercapacitor array, defined BErh, () = VSayc(6)
larray,c(t), at any time € [Ty, T,] to achieve the optimal
initial charging. We can prove that maximizing theergy
receiving ratePr7q, ¢(t) is equivalent to maximizing the
supercapacitor array curreff,.q,c(t). We add a new
control variablel,, 4y ¢(t) to Algorithm 1 (the B-VCTI
algorithm) for the supercapacitor array power optation,
and setly,,q,p(t) = 0. We setly,.q,c(t) also to be the
optimization objective of the modified B-VCTI algthm.
The system controller executes the modified B-VCTI
algorithm at each timee [T,, T.]. Details of the algorithm
modification are omitted due to space limitatioheTMPTT
and dynamic PV module reconfiguration methods can b
incorporated into the modified B-VCTI algorithm for
charging supercapacitor arrays, similar to the MR-
VCTI, and MR-VCTI algorithms.

2) Sep Two:

The second and most important step of the proposed
HEES control algorithm takes place during the tipegiod
[T., T,]. In this step the supercapacitor array acts adfarb
that filters out the high-frequency components loé PV
input power and provides steady battery chargirgratpon.
The motivation of this step is that the power lasdow-
power-capacity EES elements (e.g., batteries) du¢hé
parasitic effects is a superlinear function of theergy
incoming rate, and therefore it is desirable tosieth EES
elements with low power capacity receive the stgzaty of
the incoming power. Based on this motivation, welp@
causal crossover filter on the solar irradiatioofibe G;(t)
and temperature profilB(t) of eachi-th (1 <i < M) PV
module to separate the high frequency componertstan
low frequency components in such profiles. We Gige)
andT;(t) to denote the low frequency component outputs of
the crossover filter on the irradiation and tempem
profiles, respectively. Thei;(t) and T;(t) values for
1 <i< M at each time € [T,, T,] can be calculated as the
moving averages of the past solar irradiation and
temperature profiles, respectively.

Next we find the near-optimahrget charging current
for the battery array, denoted Ky, 5(t), at each time
t € [T,, T,], based on the derivedl(t) andT;(t) (1 <i <
M) values. We first maximize the battery array chaggi
current I,y 5(t) value through effectively finding the
optimal CTI voltageV.r;(t) , assuming that the solar
irradiation and temperature on the eath(1 <i < M) PV
module are given b§;(t) andT;(t), respectively. We do
not consider the supercapacitor array here. Wey cautrthis
step through performing Algorithm 1 by settifgg(t) «
G;(t) and T;(t) « T;(t) in the algorithm. Then we set

1444y 5(t) to be the obtained maximgl.,.q, 5 (t) value.

Similarly we find theactual available charging current

we should charge the supercapacitor array from thefgr the battery array, denoted Bif.., 5(t), at each time

beginning of system operation until its SoC reacles
predefined value. This enables us to use the sapacior
array as a charge buffer during the battery artagrging
process. The initial charging phase finishes aefign< T,,
which is not known to the system controller in ath& We

shall maximize the energy receiving rate of the

t €T, T,], based on the actuéj(t) andT;(t) (1 <i <
M) values. The actual available charging curigfit,, ; (t)
is the actual maximum available battery array cimarg
current, under the current solar irradiation andgerature.
We also do not consider the supercapacitor arrag. We



obtain thelg/,.q, 5 (t) value using Algorithm 1 (the B-VCTI
algorithm) again, based on the currépit) andT;(t).

In the next step we compare the calculdfgl,, 5 (t)
and I}, 5(t) values. Generally speaking, the proposed
HEES control algorithm make the supercapacitoryaaet
as a buffer to store the excessive energy from Rduies
when 1574, 5(6) > 1557, 5(t) , and provide energy to
charge the battery array simultaneously with the PV
modules whenigy.,, 5(t) < 1574, 5(t) . More precisely,
there are three different cases based on the cdsuopar
results betweeifs],, 5(t) andlgf,, 5(t), as follows, and
we present the proposed near-optimal HEES control
algorithm at time € [T,, T,] in these three cases:

Case | (I3%ayp(t) — 154y () > ¢€): This case is
usually caused by a sudden peak of incoming PV polwe
this case, we set the battery array charging cutoehe the
target valud;fy,, z(t), and we maximize the supercapacitor
array curreniy,.q, ¢(t) value by finding the optimal CTI
voltageV,r,(t). To achieve this goal, we add a new control
variablel,, 4y ¢ (¢) to Algorithm 1 (the B-VCTI algorithm)
for supercapacitor array power optimization, and se
Lorrays(t) = Ity 5(t). We setly,,q,, () also to be the
optimization objective of the modified B-VCTI algtimm.

Case Il (I$%ay () — 154, 5(t) < —¢): This case is
typically caused by a valley of incoming PV powir.this
case, we set the battery array charging currertbetdhe
target valud 7, 5 (t), and we minimize the absolute value
Of Igprqy,c(t) by finding the optimal CTI voltag¥.r, (),
since in this case we havg,,q,c(t) <0, ie., the
supercapacitor array is discharging. We adopt tbdified
B-VCTI algorithm used irCase | again in this optimization.

Case Il (|18%.4,5() — 1597, (D] < €): In this case
the difference betweetisy,, ;(t) andIiy. ., 5(t) values is
small. We set the battery array charging currenbecthe
actual maximum available valugr.,, z(t), and set the
supercapacitor array curreif, o, «(t) to be zero.

The outline of the second step of the proposed HEES
control algorithm is given in Algorithm 4. The MPTand
dynamic PV module reconfiguration methods can be
effectively incorporated in this algorithm. We megplace
the B-VCTI algorithm used in Algorithm 4 with the -M
VCTI, R-VCTI, or MR-VCTI algorithms without difficlty.

3) Sep Three

The third and last step takes place during timeéofer
[T,, T4]. In this step, the charge stored in the superdggpac
array is migrated into the battery array. The nagion of
this step is that our goal is to store all the selaergy in
long-term storage devices, i.e., the battery arikay,the
deadlineT;, but there still exists residual energy in the
supercapacitor array at tirfig, when the second step ends.
Hence it is necessary to perform the charge mgnaturing
time period[T,, T;] to maximize the energy conversion
efficiency. According to [3], the charge migratipnoblem
in the third step is a time-constrained single-sewingle-
destination charge migration problem with relatieadline
T; — T,. This can be solved using the method proposed in
[3]. Besides, we can derive the effective nearroati
solution by incorporating high-order curve fittitechniques
with coefficients determined offline, with the bdiheof
reducing the online computational efforts.

5. Experimental Result

System S_\'lstsm Verr (V) Configuration | Tracking E]_;:'l;g-" ;-l'::::’:llliii
Index Architecture m xXn AMethod Batterv (T) Battery
1 5x12 MPPT 18.942.6 0.8540
1 5 10x 6 MPPT 18.504.3 0.8343
1 15x% 4 MPPT 16.739.1 0.7547
1 5x%12 MPPT 16.267.8 0.7334
1 10 10%6 MPPT 17.678.7 0.7970
1 15x% 4 MPPT 17.300.5 0.7800
1 5x%12 MPPT 14.466.6 0.6522
1 Homo- 15 10x6 MPPT 15.610.4 0.7038
1 geneous 15x 4 MPPT 15.961.6 0.7196
2 5x12 MPPT 20,047.3 0.9038
2 Adaptive 10x6 MPPT 19.035.6 0.8582
2 15% 4 MPPT 17.390.5 0.7841
3 5x%12 MPTT 20,074.3 0.9051
3 Adaptive 10x6 MPTT 19,116.7 0.8619
3 15% 4 MPTT 17.402.5 0.7846
4 Adaptive Dynamic MPPT 20,428.6 0.9210
5 Adaptive Dynamic MPTT 20.473.6 0.9231
6 5x%12 MPPT 21,680.5 0.9779
6 Adaptive 10x6 MPPT 20,653.8 0.9312
6 15x 4 MPPT 18.375.2 0.8285
7 HEES 5% 12 MPTT | 217765 0.9818
7 Adaptive 10x6 MPTT 20.881.9 0.9415
7 15x 4 MPTT 18.654.4 0.8410
8 Adaptive Dynamic MPPT 22,052.6 0.9943
9 Adaptive Dynamic MPTT 22,178.8 1.0000

Algorithm 4: The outline of the second step of HEES control algorithm

At eachtimet € [T,, T,]:

Find G;(t) andT;(t) (1 < i < M) values using the crossover filter;
Find 157, 5 (t) using the B-VCTI algorithm, based éi(t) andT;(¢);
Find Ig}.q,, 5 (t) using the B-VCTI algorithm, based 6p(t) andT;(t);
1 180y (8) — Iiffayp(£) > &

array,B
Setlyrayp(t) < I ay 5 (t); Find Iy, c(t) using the modified
B-VCTI algorithm; In this cas&,,q,,¢(t) > 0;
Elself Iaararay,B(t) - IxiLrl:ay,B(t) < -—e€
‘ Setlyrayp(t) < 154 ay 5 (t); Find Iy, c(t) using the modified
B-VCTI algorithm; In this casg,,q,,¢(t) < 0;
Else: Setlgyrqyp(t)
Until time T,

< I3 (t) andlarray,c(t) < 0;

array,B

Figure 8: Energy conversion efficiency simulation results
This section demonstrates the performances of the
baseline system and the systems with different
(combinations of) energy efficiency enhancing mdthdVe
carry out experiments with timing parametdis= 0,
T, = 3000 s andT; = 3500 s. The PV array consists of
three PV modules, each consisting of 60 identidalcBlls.
The solar irradiation profile reflects partial shgdin that
each PV module may receive different solar irradiatThe
temperature of the three PV modules is assumedeta b
constant, which is the same s, (temperature at standard
test condition). The battery array in both the Hgemeous
EES-Based System and the HEES-Based System has a
nominal capacity of 1 Ah, and a nominal voltageS8of V



when the battery array is fully charged. The ihi§aC of
the battery array at tin#® is set to 10%. The capacitance of
the supercapacitor array in the HEES-Based Sysseh®@

F. We use Linear Technology LTM4607 converter as th
charger with a modified feedback circuit, and abtéie
parameters of the Li-ion battery model given in][1
measurement. Experimental results are shown inr&igu

The System Index column in Figure 8 refers to timen
PV systems including the baseline system as aretbiat
Figure 5. The baseline system with system indek cdnnot
adjust the/.;,(t) value and the PV module configurations
adaptively. The system with system index of 9 hHashe
proposed efficiency enhancement methods and vyields
significant performance gain ranging from 17.1%683%,
compared with the baseline system.

We evaluate benefits and limitations of each predos
methods. Theaverage benefit of an enhancement method
implies average energy efficiency gain from onlye th
specific method while keeping all other conditidthe same.
The average benefit is an effective metric thatcamks the
potential of efficiency improvement from the enhament
method. For example, the adaptive CTI voltage ntktho
exhibits average benefit of 12.6%. This justifiémtt the
system efficiency is highly dependent on the CTitage.
The three advanced efficiency enhancement methaals,
HEES, MPTT, and dynamic PV module reconfiguration,
exhibit average benefits of 7.95%, 0.60%, and 9,07%
respectively. The dynamic PV module reconfiguratias
the highest potential in efficiency improvementthdlugh
the MPTT shows minor performance enhancement s thi
experiment, it requires no additional hardware agdtke

the other two advanced methods. Moreover, the MPTT[S]

technique can be implemented just like the tradéio
MPPT. On the other hand, the dynamic PV module
reconfiguration method requires additional hardwaost as
shown in Figure 6 and also requires additional rmbnt
algorithm for controlling the switches inside ea&tV

module. The HEES enhancement method exhibits more

consistent efficiency gain around 8% compared te th
dynamic PV module reconfiguration. Moreover, theB$E
enhancement is also capable of providing efficiency

optimal HEES control algorithm, ii) extension oEtMPTT
(maximum power transfer tracking), and iii) a dynarRV
module reconfiguration method. We show that thesehr
methods can be effectively combined with each otret
yield a significant energy conversion efficiencyirgap to
53.3% compared with the baseline systems. We akssept
a design guideline based on the relative pros and of the
three methods according to various operating cimmdit
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